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Abstract: 
Feature selection is one of the most important issues in 

the fields such as data mining, pattern recognition and 
machine learning. In this study, a new feature selection 
approach that combines the Fisher criterion and principal 
feature analysis (PFA) is proposed in order to identify the 
important (relevant and irredundant) feature subset. The 
Fisher criterion is used to remove features that are noisy or 
irrelevant, and then PFA is used to choose a subset of 
principal features. The proposed approach was evaluated in 
pattern classification on five publicly available datasets. The 
experimental results show that the proposed approach can 
largely reduce the feature dimensionality with little loss of 
classification accuracy. 
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1. Introduction 

Feature selection is a process of choosing a subset of 
preliminary features by removing irrelevant and redundant 
features. It is an important step in designing classification 
systems, and has attracted intensive attention in several 
fields, such as data mining, pattern recognition and machine 
learning, where irrelevant and redundant features are 
commonly encountered. 

In last decades, many methods have been proposed for 
feature selection. John et al. [1] group them into two 
categories: filters and wrappers. Filters [2][3][4] select the 
best subset of features using some predefined evaluation 
criteria that are independent of the learning algorithm, so, 
they are also called classifier-independent methods. On the 
other hand, wrappers are classifier-specific [5] in that they 
utilize the learning algorithm as the evaluation function and 
search for the best subset of features that optimizes the 
generalization performance. The wrapper methods may 
perform better, but involve huge computation. So, it is 
difficult for them to deal with high-dimension datasets. 

Feature selection methods can also be grouped into 
supervised ones and unsupervised ones depending on 
whether class labels are considered or not. Supervised 
methods aim to choose the features that have the most 
discriminant information, measured by, e.g. mutual 
information [2], Fisher criterion [6] and Relief [7]. As a 
result, they remove noisy/irrelevant features which have 
little discriminant information. Unsupervised methods 
usually measure the similarity or correlation between 
features so as to remove the redundant ones [8]. Various 
similarity measures, like correlation coefficient and linear 
dependence, have been used. Recently, the combination of 
supervised and unsupervised feature selection [4] [9] by 
considering relevance and redundancy simultaneously has 
been reported. The measures of relevance and redundancy 
are mostly based on mutual information, which is difficult 
to calculate for continuous data except that special forms of 
probability density are assumed. 

In this paper, we propose a new feature selection 
approach that combines the Fisher criterion and the 
principal feature analysis (PFA) technique [10]. PFA is an 
unsupervised technique that efficiently selects uncorrelated 
features, but does not consider the discriminant information 
of features. Using the Fisher criterion as a pre-selector to 
remove irrelevant features, PFA can then select a compact 
subset of relevant and uncorrelated features, which lead to 
high classification performance. We demonstrate the 
effectiveness of the composite approach in experiments on 
five publicly available datasets. The results show that our 
approach can largely reduce the feature dimensionality with 
little loss of classification accuracy. 

The rest of this article is organized as follows: Section 
2 describes the Fisher criterion for pre-selection; Section 3 
describes the PFA technique for removing redundant 
features. Section 4 gives the flow of our composite 
algorithm of feature selection. Section 5 presents our 
experimental results, and Section 6 gives concluding 
remarks. 
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2. Fisher Criterion for Pre-Selection 

Consider the classification of classes. Given  

training samples (vectors)  for each class 
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iŜ i

   
1

1ˆ ˆ ˆ( )(
in

i i
i j i j

ji

S
n

)T
iµ µ

=

= − −∑ x x .      (1) 

The within-class scatter matrix and between-class scatter 
matrix are estimated by 
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respectively. 
The Class Separability of a feature set can then be 

measured by 
1(F wJ trace S S−= )b .             (4) 

This measure serves a good criterion for feature subset 
selection, and has shown superior performance in many 
practical problems. However, its calculation for a large 
number of features is computationally expensive. Instead, 
the Fisher criterion for one single feature has been 
prevalently used to select discriminant features. For the kth 
feature, it is calculated by 
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where and are the kth diagonal element of 

and , respectively, and can also be calculated from 
the data of single feature. 
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For feature pre-selection, we calculate the Fisher 

criterion of each feature, order the features in decreasing 
order of criterion values, and simply select the features of 
maximum values, while the features with very small Fisher 
values are abandoned. Though the single-feature Fisher 
criterion does not consider the joint seperability of multiple 
features, it is able to retain all discriminant features by only 
removing irrelevant/noisy features, for which the Fisher 
criterion is nearly zero. 

3. Principal Feature Analysis (PFA)  

PFA [10] is a feature grouping (and consequently 
choosing a feature from each group) technique based on the 
popular principal component analysis (PCA) [11] technique. 
PCA is an unsupervised approach to project the original 
feature space onto a low-dimensional subspace, but obtains 
a set of transformed features rather than a subset of the 
original features. How to use the transformation matrix of 
PCA to select features has been reported in [10] [12].  

3.1. Principal Component Analysis (PCA) 

PCA projects d-dimensional vectors onto a subspace of 
lower dimensionality in the way that the square error of 
vector reconstruction is minimized [11]. To do this, the 

 covariance matrix is estimated on the training 
vectors, its eigenvectors and eigenvalues are calculated, and 
sorted in decreasing order of eigenvalues. Then, the k 
eigenvectors corresponding to the largest eigenvalues are 
used as the basis vectors of the subspace. A d-dimensional 
vector x is projected to k-dimensional subspace vector y by 

dd ×

(TA )µ= −y x ,              (6) 
Where µ is the mean of training vectors, and  is a 

matrix composed by the principal eigenvectors as 
columns. 

A
kd ×

3.2. Principal Feature Analysis (PFA) 

PFA exploits the structure of principal components to 
choose principal features, which retain most of the 
information both in the sense of maximum variability in 
low-dimensional subspace and in the sense of minimizing 
the reconstruction error [10][13].  

Let  be an n-dimensional feature vector, X ∑  is the 
covariance matrix of . Let  be the orthonormal 
matrix composed of the eigenvectors of : 

X A
∑

TAAΛ=∑ ,                (7) 
where , with1 2[ , , , ]ndiag λ λ λΛ = … nλλλ ≥≥ 21 . 
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Let be the matrix composed of the first q columns of 

 and be the rows of . 

qA

A 1 2, , , R q
n ∈v v v… qA

To find the representative feature subset, we use the 
row vectors iv  to cluster the features that are highly 
correlated and then choose one feature from each cluster. 

The algorithm of PFA can be summarized in five steps: 
1) Compute the sample covariance matrix. 
2) Compute the principal components and eigenvalues 

of the covariance. 
3) Choose the subspace dimension q and construct the 

matrix  from . This can be chosen according to the 
desired variability of the data to be retained. The retained 
variability is the ratio between the sum of the first q 
eigenvalues and the sum of all eigenvalues. This ratio is 
empirically set to 90% in our experiments. 

qA A

4) Cluster the vectors  to p 

clusters using the k-means algorithm. |  denotes the 
vector composed of the abstract values of all elements. 

1 2| |,| |, ,| | R q
n ∈v v v…

|⋅

5) From each cluster, find the corresponding vector , 
which is closest in Euclidean distance to the mean of the 
cluster. Choose the corresponding feature,

iv

ix , as a principal 
feature. This step will yield the choice of p principal 
features. 

The key idea of PFA is that features which are highly 
correlated have similar absolute value of weight vectors  
[10].  

iv

Like PCA, PFA is an unsupervised learning method, so, 
it is not sensitive to noise and irrelevant features. Unlike the 
PCA technique that generates transformed features 
(principal components), PFA selects a subset of preliminary 
features (principal features). 

4. Composition of Fisher Criterion and PFA 

The Fisher criterion is a supervised criterion. It can be 
used to remove the features which are noisy or irrelevant, 
but does not consider the redundancy of features. For 
example, if two feature vectors are entirely same and both 
have high Fisher values, they will be both selected with 
high redundancy. On the other hand, the method of 
principal feature analysis (PFA) is unsupervised. It explores 
the correlation between features and removes redundant 
ones, but cannot distinguish noisy features from relevant 
ones. 

For removing both irrelevant and redundant features, 
we thus combine the Fisher criterion and PFA. The 

single-feature Fisher criterion is used as the pre-selection 
criterion to select the best m individual discriminant 
features. Then PFA is used to cluster the m pre-selected 
features into p groups, and one feature from each group 
forms a subset of principal features. 

In pre-selection by Fisher criterion, how to decide the 
number of retained features is an issue. In our experiments 
we accumulate the Fisher values in decreasing order until 
the sum of values exceeds a pre-specified percentage of 
total values.  

The composite feature selection algorithm is 
summarized in four steps as follows. 
Pre-selection 

1) Calculate the Fisher criterion value for each feature 
in the preliminary set. 

2) Order the features in decreasing order of Fisher 
value, select the leading features until the percentage of 
accumulated Fisher values exceeds 0.99. The m leading 
features are pre-selected ones. 
Principal feature analysis 

3) Using PFA to cluster the pre-selected features into p 
groups. 

4) From each group, select the feature that is closest to 
the cluster center. The p principal features, one from each 
group, form the selected feature subset for classification. 

 
The computation of the composite algorithm has three 

main parts: the computation of single-feature Fisher values, 
principal component analysis (PCA) in PFA, and clustering 
of weight vectors in PFA. The complexity of single-feature 
Fisher criterion is linear with the number n of preliminary 
features. PCA involves the orthogonal decomposition of 

 covariance matrix (m is the number of pre-selected 
features), and its complexity is . The complexity of 
k-means clustering is  (p is the number of 
clusters). Hence, the computational complexity of the 
composite algorithm is mainly dependent on PCA. On the 
other hand, the PCA of preliminary feature set has 
complexity  (n>m). For the joint Fisher criterion 
on a feature set, the computation involves matrix 
decomposition and the complexity is . Using a 
sub-optimal sequential forward search algorithm for 
selection, the total complexity of joint Fisher criterion is 

 (p is the number of selected features). Overall, 
our composite algorithm has a complexity comparable to 
PCA, and much lower than joint Fisher criterion  . 
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5. Experiments 

To demonstrate the effectiveness of the proposed 
feature selection approach, we conducted experiments of 
pattern classification on five publicly available datasets. 

5.1. Datasets 

Table 1 gives a summary of the datasets used in our 
experiments. All the datasets except for USPS and 
Leukemia were obtained from the UCI Repository [14]. 
The USPS dataset contains handwritten digit images, which 
is available from [15]. The Leukemia dataset is a gene 
dataset which is available form [16]. 

For Multi-feat. dataset, we evaluate classification 
performance by 5-fold cross-validation. The other datasets 
are divided into standard training and test subsets. On each 
partition of a dataset, feature selection and classifier design 
are performed on the training subset, and classification 
accuracy is evaluated on the test/validation subset. In cross 
validation, the accuracy is averaged over 5 partitions.  

The features in Multi-feat. dataset have significantly 
variable scales. We normalized the data such that each 
feature has zero mean and standard deviation 1. The other 
four datasets remain un-normalized. 

In classification, we use two types of classifiers: 
nearest neighbor (1-NN) classifier and support vector 
machine (SVM) classifier with 4-th order polynomial 
kernel. The SVM classifier combines one-vs-all binary 
classifiers for multi-class classification. 

For comparison with the accuracies after feature 

selection, the baseline accuracies on the preliminary feature 
set (containing all features) are given in Table 1. 

5.2. Experimental results  

In feature selection using the proposed composite 
approach, the number of pre-selected features is determined 
by accumulated Fisher values until 99% of total values. For 
Leukemia datasets with many preliminary features, the 
number of pre-selected features is set to 300.The number of 
features selected by PFA is set to be about half of the 
number of pre-selected features.  

Table 2 provides the experimental results of 
pre-selection by Fisher criterion and final selection by 
principal feature analysis (PFA). For Multi-feat., since we 
select and evaluate features using 5-fold cross-validation, 
the number of features after pre-selection varies with 
training subset. We hence give for them the standard 
deviation of the number pre-selected features as well as the 
average number. 

It is shown in Table 2 that after pre-selection, a few 
features with small values of Fisher criterion are deleted, 
and the accuracy is not decreased (compared to the baseline 
accuracies) considerably. For some datasets (Isolet, 
Leukemia), the accuracies even increase after pre-selection 
of features. That is because there are some noisy/irrelevant 
features that contain little discriminant information in the 
preliminary feature space. The removal of them thus 
improves the generalization performance. 

 

 
Table 1. Summary of experimented datasets

#Sample Baseline accuracy (%) Dataset #Feature  #Class 
training/test 1NN SVM 

Musk 
USPS 

166 
256 

2 
10 

6598/476  
7291/2007 

97.48 
94.77 

98.11 
96.01 

Isolet 617 26 6238/1559 88.58 96.73 
Multi-feat. 649 10 2000 98.20 98.80 
Leukemia 12558 7 215/112 89.29 92.96 

 
Table 2. Classification accuracies after feature selection 

 Accuracy after 
Pre-selection (%)

Accuracy after PFA 
(%) 

Dataset #Feature 
pre-selected 

1NN SVM 

# Feature 
after PFA 

1NN SVM 
Musk 
USPS 

129 
234 

96.01
94.87

97.06 
95.86 

65 
117 

97.06 
94.32 

97.06 
95.47 

Isolet 571 89.42 96.79 286 88.13 96.54 
Multi-feat. 594(0.75) 98.10 98.75 297 97.95 98.85 
Leukemia 300 90.18 94.64 150 90.18 92.86 
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Figure 1. Test accuracy of Musk dataset. (a) 1NN classifier accuracy; (b) SVM classifier accuracy. 

 

 
Figure 2. Test accuracy of USPS dataset. (a) 1NN classifier accuracy; (b) SVM classifier accuracy. 

 

 
Figure 3. Test accuracy of Isolet dataset. (a) 1NN classifier accuracy; (b)SVM classifier accuracy. 

 

 
Figure 4. Cross-validation accuracy of Multi-feat. dataset. (a) 1NN classifier accuracy; (b)SVM classifier accuracy 

 

 
Figure 5. Test accuracy of Leukemia dataset. (a) 1NN classifier accuracy; (b)SVM classifier accuracy 
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Comparing the classification accuracies of feature 
selection by PFA with those by pre-selection (Table 2), we 
can see that the number of features is reduced remarkably 
with the accuracy decreased only slightly. This indicates 
that these datasets have many redundant features, which can 
be effectively removed by PFA.  

On the other hand, for proving that PFA can remove 
the redundant features, we design another experiment. First, 
we select the best 2d dimension feature by using Fisher 
criterion, and then we use PFA to reduce the dimension to d 
dimension. We compare this classification accuracy with 
selecting the best d dimension feature by using Fisher 
criterion. Figure 1-5 show the experimental results on the 
five datasets. 

6. Conclusion  

In this paper we proposed a composition method for 
feature selection. The method is combining Fisher criterion 
and principal feature analysis (PFA). Because PFA is an 
unsupervised method, we use Fisher criterion to delete the 
features that contain less discriminating information. The 
PFA chooses the principal features, which contain most of 
the information. The proposed method is applied to some 
datasets, the results shows that the composition of Fisher 
criterion and PFA is an available method for feature 
selection. 

Acknowledgements 

This work was performed at Institute of Automation, 
Chinese Academy of Sciences (CAS), and was supported 
by the Hundred Talents Program of CAS and the Natural 
Science Foundation of China (NSFC) under the grant 
No.60121302. 

References 

[1] John. G.H., Kohavi. R., and Pfleger. K., “Irrelevant 
feature and the subset selection problem”, Proceeding 
of the 11th International Conference on Machine 
Learning, San Francisco, pp.121-129, 1994. 

[2] Kwak. N., and Choi. C. H., “Input feature selection by 
mutual information based on Parzen window”, IEEE 
Transactions on Pattern Analysis and Machine 
Intelligence, Vol. 24, No. 12, pp.1667-1671, 2002. 

[3] Hall. M., “Correlation-based feature selection for 
discrete and numeric class machine learning”, 
Proceeding of the 17th International Conference on 
Machine Learning, Stanford, pp. 259-266, 2000 

[4] Yu. L., and Liu. H., “Efficient feature selection via 
analysis of relevance and redundancy”, Journal of 
Machine Learning Research, Vol. 5, pp. 1205-1224, 
2004 

[5] Kudo. M., and Sklansky. J., “Comparison of 
algorithms that select features for pattern classifiers”, 
Pattern Recognition, Vol. 33, No. 1, pp. 25-41, 2000. 

[6] Duda. R. O., Hart. P. E., and Stork. D. G., Pattern 
recognition (2nd edition), John Wiley & Sons, 
California, 2000 

[7] Kononenko. I., “Estimating attributes: analysis and 
extension of RELIEF”, Proceeding of European 
Conference on Machine Learning, Berlin, pp. 171-182, 
1994 

[8] Mitra. P., Murthy. C.A., and Pal. S. K., “Unsupervised 
feature selection using feature similarity”, IEEE 
Transactions on Pattern Analysis and Machine 
Intelligence, Vol. 24, No. 3, pp. 301-312, 2002. 

[9] Peng. H., Long. F., and Ding. C., “Feature selection 
based on mutual information criterion of 
max-dependency, max-relevance, and 
min-redundancy”, IEEE Transactions on Pattern 
Analysis and Machine Intelligence, Vol. 27, No. 8, 
pp.1226-1238, 2005. 

[10] Cohen. I., Tian. Q., Zhou. X.S., and Huang. T.S., 
“Feature selection using principal feature analysis”, 
Beckman Institute for advanced science and 
technology university of Illinois , 2002 

[11] Jolliffe. I.T., Principal Component Analysis, 
Springer-Verlag, New-York,1986 

[12] Krzanowshi. W.J., “Selection of variables to preserve 
multivariate data structure using principal component  
analysis”, Applied Statistics, Vol.36, No.1, pp.22-23, 
1987 

[13] Yoon. H., Yang. K., and Shahabi. C., “Feature subset 
selection and feature ranking for multivariate time 
series”, IEEE Transactions on knowledge and data 
engineering, Vol. 17, No. 9, pp.1186-1198, 2005  

[14] Merz. C.J., and Murphy. P.M., UCI repository of 
machine learning databases, Univ. of California Irvine, 
http://www.ics.uci.edu/~mlearn/MLRepository.html 

[15] http:// www.kernel.org/data.html 
[16] http://www.stjuderesearch.org/data/all1/ 

 

1154 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f007200200049004500450045002000580070006c006f00720065002e0020004300720065006100740065006400200031003500200044006500630065006d00620065007200200032003000300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


