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Abstract—Mammographic mass detection is an important task
for the early diagnosis of breast cancer. However, it is difficult to
distinguish masses from normal regions because of their abundant
morphological characteristics and ambiguous margins. To improve
the mass detection performance, it is essential to effectively prepro-
cess mammogram to preserve both the intensity distribution and
morphological characteristics of regions. In this paper, morpholog-
ical component analysis is first introduced to decompose a mammo-
gram into a piecewise-smooth component and a texture component.
The former is utilized in our detection scheme as it effectively sup-
presses both structural noises and effects of blood vessels. Then,
we propose two novel concentric layer criteria to detect different
types of suspicious regions in a mammogram. The combination is
evaluated based on the Digital Database for Screening Mammog-
raphy, where 100 malignant cases and 50 benign cases are utilized.
The sensitivity of the proposed scheme is 99% in malignant, 88%
in benign, and 95.3% in all types of cases. The results show that the
proposed detection scheme achieves satisfactory detection perfor-
mance and preferable compromises between sensitivity and false
positive rates.

Index Terms—Breast cancer, computer-aided detection, mass
detection, morphological component analysis (MCA), morphology
concentric layer.

I. INTRODUCTION

BREAST cancer is one of the most frequent leading causes
of cancer deaths in women. The American Cancer Society

(ACS) estimates that about 184,450 new breast cancer cases are
expected to be diagnosed in 2008 [1]. Therefore, the early detec-
tion is a main factor to reduce deaths of the disease. Mammog-
raphy, which reveals the pronounced evidence of abnormality in
breast, is currently the most effective tool for early detection of
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breast cancer. However, it is difficult to interpret a mammogra-
phy as its sensitivity is seriously affected by image quality and
radiologist’s experiences. Independent double reading by two
radiologists is introduced in screening routine to improve the
accuracy of diagnosis. Though it could improve the sensitivity
of diagnosis, the high cost is unacceptable in practical appli-
cations. Therefore, Computer-aided detection (CAD) schemes
have been developed and acknowledged to assist radiologists
in improving the accuracy of diagnosis. Masses and calcifica-
tions are two primary signatures of abnormity in mammograms.
Existing research results show masses are more difficult to rec-
ognize because of their abundant appearances and ambiguous
margins than calcifications, and thus, mass detection is a chal-
lenging problem [2], [3].

A number of schemes have been developed for mammo-
graphic mass detection. Early detection schemes always em-
ploy simple enhancing or filtering techniques [4]–[6]. To further
enhance the detection efficiency and accuracy, some complex
techniques are developed. Rangayyan et al. [7] studied a den-
sity slicing method to segment the region of interests (ROIs);
Brake and Karssemeijer [8] discussed the mass detection with
single- and multiscale styles; Karssemeijer [9] also proposed
local orientation patterns for mass detection. To incorporate
neighborhood information, Li et al. [10] applied the morpho-
logical enhancement and stochastic model-based segmentation.
Tourassi et al. [11] employed ROIs with known ground truth as
templates, and the template matching with mutual information
was used. Varela et al. [12] studied the iris filter in different
scales and then developed a new system to detect malignant
masses. Their average sensitivities are around 90% at 1–15 false
positives per image (FPsI).

Recently, essential characteristics of masses are considered
for detection. Timp and Karssemeijer [13] investigated inter-
val changes between two consecutive mammographics in the
feature space, which could find small lesions and architec-
tural distortions. Georgiou et al. [14] studied the original ra-
dial distance under the complete spectrum of signal analysis.
Guliato et al. [15] proposed a method to derive polygonal mod-
els of contours to preserve spicules and details of diagnostic
importance.

Among all these existing characteristics, gradient and mor-
phological features are most frequently used for masses recog-
nition, since masses always possess a highlighted focal region
with some successive dimmer concentric layers. For this rea-
son, Eltonsy et al. [16] developed a concentric morphology
model for detecting masses. They first granulated the gray

1089-7771/$26.00 © 2009 IEEE

Authorized licensed use limited to: XIDIAN UNIVERSITY. Downloaded on April 04,2010 at 10:19:59 EDT from IEEE Xplore.  Restrictions apply. 



GAO et al.: COMBINING MORPHOLOGICAL COMPONENT ANALYSIS AND CONCENTRIC MORPHOLOGY MODEL 267

levels of a mammogram into manageable bins; then morpholog-
ical features were extracted on the granule mammograms; and
finally, the suspicious regions were detected by multiple con-
centric layers (MCL) criteria. This scheme takes the essential
characteristics of masses into consideration as the preconditions
that disclose the real growth activity of masses.

Despite MCL being a promising strategy to detect malignant
masses, it is not so suitable for benign cases. This is probably
because the strategy only employs a simple gray-level trans-
formation for granulation processing. Despite the fact that the
transformation presents the connectivity and similarity among
pixels, it leads to three problems: 1) it decreases the global
and also local contrast of mammograms, and thus, it is dif-
ficult to detect masses with low contrast in comparison with
their backgrounds; 2) it assigns granule levels by scanning
3 × 3 neighborhood of each pixel, and thus, Mosaics effects
and morphological features analysis will be incorrect; and 3) it
cannot suppress the high intensity of blood vessels and glandular
tissues.

To solve the aforementioned problems, we present a new
scheme for mass detection. Morphological component analysis
(MCA) is introduced as a preprocessing step in this scheme
to 1) maintain the local contrast of an original mammogram;
2) preserve the margin characteristics; and 3) suppress the struc-
tural noises, blood vessels, and glandular tissues. The proposed
scheme first decomposes the mammogram into a piecewise-
smooth component and a texture component by MCA, where
the former component achieves these three objectives. Then,
morphological features are extracted and analyzed based on the
piecewise-smooth component for detecting ROIs. Finally, ROIs,
which satisfy the new concentric layer rules, are extracted as the
suspicious mass regions. Model parameters are also discussed
for analyzing their impact on detection results and the optimal
rules and parameters will be given later.

The rest of this paper is organized as follows. Section II
briefs MCA. The proposed framework is detailed in Section III.
Experimental results and analysis are given in Section IV and
Section V concludes the paper.

II. MORPHOLOGICAL COMPONENT ANALYSIS

Preprocessing is the precondition and foundation for the mass
detection system, so we need a method that could accurately pre-
serve the local contrast and the morphological features of masses
in mammograms. Moreover, the method could suppress the neg-
ative impaction induced by blood vessels and structural noises.
Therefore, MCA is introduced to extract the piecewise-smooth
component of mammograms to further improve the detection
performance.

MCA [17] separates features that present different morpho-
logical aspects contained in an image, and it can be deemed
as a fast and simple basis pursuit [18], in which 1) its dic-
tionary is a concatenation associated with a fast transforma-
tion and 2) constraints can be easily imposed on decomposed
components.

Assume an image s is a linear combination of K components,
i.e., s =

∑K
k=1 sk , and MCA seeks the sparest representation

over dictionaries Φk , i.e.
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where αk represents the kth sparse solution. To have a fast solv-
ing procedure, MCA uses dictionaries that have a fast transfor-
mation Tk (αk = Tk sk ) and reconstruction Rk (sk = Rkαk ).
Then, the problem is simplified as
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Block coordinate relaxation method [19] can be utilized to
obtain the solution of (2). Based on MCA, an image is decom-
posed into different components by using different combina-
tions of transformations and each component represents a kind
of morphologic component.

III. MASS DETECTION BASED ON MCA AND MODIFIED MCL

The proposed scheme comprises three major stages, i.e., pre-
processing, morphological feature extraction, and rule-based
detection stage. Fig. 1 shows the overview of the proposed mass
detection scheme, each component of which will be described
in detail as follows.

A. MCA in Mammograms

A mammogram can be deemed as a combination of two com-
ponents, a piecewise-smooth component that contains main en-
ergy and intensity distribution of the breast region, and a texture
component that contains blood vessels and structural noises.
Therefore, we need two dictionaries to, respectively, represent
these components in mammograms.

Undecimated version of biorthogonal wavelet transforms
(UWT) is often well suited to a wide class of natural scenes [20].
It can effectively represent the piecewise-smooth content in im-
ages. In addition, the shift invariance property of UWT could
make the mass location process more accurate. So, the UWT
is applied in our decomposition work. Local discrete cosine
transform (LDCT) possesses good performance in extracting
the local texture. It can effectively represent either smooth or
periodic behaviors [20]. Thus, LDCT is adopted to extract the
structural noises and blood vessels in mammogram.

Assume TLDC and TUWT denote the UWT and LDCT,
respectively. Under this setting, the solutions are given by{
αopt

LDC , αopt
UWT

}
, and we can get two components sLDC and

sUWT . Therefore, (2) is rewritten as
{
sopt

LDC , sopt
UWT

}
= arg min

{sL D C ,sU W T }
‖TLDCsLDC‖1

+ ‖TUWTsUWT‖1 + λ ‖s − sLDC − sUWT‖2
2 . (3)
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Fig. 1. Proposed mass detection scheme.

We also apply the block coordinate relaxation to obtain the
optimal solution of (3) and the details are given as follows.

Step 1: Initialize the number of iterations N and threshold
δ = λN .

Step 2: In each iteration, if δ > λ

1) update sLDC with fixed sUWT ;
2) calculate the residual r = s − sUWT and transform r to

obtain αLDC ;
3) soft threshold is used to obtain α̂LDC , and the signal is

reconstructed by sLDC = RLDC α̂LDC ;
4) assume sLDC is fixed and repeat the above operation.
Then, morphologic features will be extracted based on the

piecewise-smooth component, described as follows.

B. Morphological Features Extraction and Analysis

Most mass regions always possess rounded or oval focal ar-
eas, and the intensity distributions within them are usually con-
tinuous. These experiences provide some useful morphological
features to detect the ROIs, through which regions with high
suspicion could be detected.

1) Solidity: It describes duty ratio by calculating the ratio
of the filling area to the total area including all the holes of the
region. Since mass regions always possess continuous intensity
distributions, their solidity values are very high. Variations of
this parameter almost do not affect the detection sensitivities,
while it may affect the false positive rates subtlety.

2) Eccentricity: It represents the region shapes. It is the ec-
centricity of the ellipse that is most close to the region. Focal
regions of masses always possess rounded or oval shapes. So,
regions are potentially mass regions when this parameter is more
than the threshold. This parameter is very important in the de-
tection procedure, since a little variation will severely affect the
sensitivity and the FPsI.

3) Extent: This parameter is the ratio of an actual area to
its smallest external rectangle. Normal regions always possess
arbitrary shapes which are more likely anisotropic, while focal
regions of masses usually have large extent value because of
their rounded or oval shapes. This parameter affects detection
results severely, and a small threshold will bring many false
positives.

4) Contrast: It is the intensity ratio of a focal region to its
inflated region. Some small masses do not have concentric lay-
ers, so this parameter can help in detecting small masses. In
addition, this parameter also affects the detection performance,
and an appropriate threshold can improve the sensitivity.

C. Mass Region Detection

Mass regions always possess continuous intensity distribu-
tions. They usually have the brightest focal regions and then
gradually grow dimmer. Therefore, after mammograms are sep-
arated into multi-intensity layers by using different intensity
thresholds, the real mass regions should contain some con-
centric layers on different intensity layers. MCA extract the
piecewise-smooth component of mammograms, but this opera-
tion also reduces the multilayer characteristic of masses’ inten-
sity. Therefore, suspicious region detection criteria should be
modified according to the practical detection procedures.

According to the smooth degree of mammograms obtained by
MCA, masses can be divided into two major classes, i.e., large
masses with more than one concentric layer and small masses
with no concentric layers. Then, we develop two new detection
criteria for mass region detection.

1) Multilayer Criterion: Focal regions with concentric lay-
ers (≥1) are considered as mass regions, and the confidence
increases with the increase in the number of layers.

2) Single-Layer Criterion: Focal regions without concentric
layers in their adjacent lower intensity layer are considered as
mass regions, only if their morphological features satisfy stricter
threshold conditions and the additional contrast condition at the
same time.

These two criteria cover two types of masses. One is the mass
regions with significant intensity distributions, and another type
is the subtle abnormities that possess a small area with weak
contrast. Therefore, these two new criteria are developed to
detect all types of mass regions. If one of the criteria is satisfied,
the region can be deemed as the suspicious region.

As described earlier, the detailed procedure of the proposed
detection scheme is given as follows.

Step 1: Breast regions are segmented first by using Otsu’s
method. Then, the mammograms are decomposed
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into piecewise-smooth component and textural com-
ponent by using MCA.

Step 2: Piecewise-smooth parts of mammograms are then
separated into different intensity layers by using mul-
tiple intensity thresholds. The thresholds start from
the highest gray level to the lowest one with a prede-
fined fixed step. All the independent regions in each
intensity layer are then extracted for further analy-
sis. The separation is stopped when the area of the
thresholding regions is larger than half of the size of
the mammograms.

Step 3: Morphological features in B are calculated to select
the suspicious focal regions. We preserve regions,
which satisfy all the initial conditions, as suspicious
focal regions.

Step 4: After initial selection, unnecessary regions are further
removed by using two new concentric layer criteria.

Finally, false positives are removed by using criteria of the
MCL method, and the ultimate detection results are given.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Dataset

The scheme is tested with a total of 200 mammograms se-
lected from the DDSM provided by the University of South
Florida [21]. Mammograms in DDSM were digitized by us-
ing the Lumisys scanner at 0.5 mm, and Howtek scanner
at 0.435 mm pixel size, 12 bits per pixel, with size about
5000 pixel × 3000 pixel. Mammograms containing suspect
areas have associated ground truth information about the lo-
cations and types of those regions. The subdatabases that were
selected include circumscribed and speculate cases in both be-
nign and malignant categories. Among all the cases, 140 are
malignant masses while 60 are benign ones, and 50 (40 malig-
nant and 10 benign) are selected as the training set to analyze
the model parameters. Before the scheme was applied, mammo-
grams were downsampled by a factor of 5. Since masses always
possess certain area, the downsampling operation will affect the
performance slightly while the processing will be speeded up
significantly.

B. Model Parameters Analysis

As described in Section III, model parameters in each step
play an important role in the whole detection scheme. These
parameters are discussed independently. In this paper, we pay
more attention to sensitivity because it is more important at the
detection stage.

1) Layer Separation Interval (LSI): It was set as 0.05 in our
detection scheme, which resulted in a good tradeoff between the
sensitivity and false positives rates. Table I shows the detection
results under different settings in training.

TP is the true positive rate of the detection results. According
to the training results in Table II, 0.05 is a good choice of LSI
and it led to better compromise between TP and FPsI.

2) Morphological Features: These parameters are initial
conditions for ROIs selection. Among them, solidity affects the

TABLE I
DETECTION RESULTS UNDER DIFFERENT LSIS

TABLE II
DETECTION RESULTS UNDER DIFFERENT MLCS

Fig. 2. Sensitivity with different thresholds of initial selection.

Fig. 3. FPsI with different thresholds of initial selection.

false positives rate subtlety, while eccentricity and extent not
only affect the false positive rate but also the sensitivity. Figs. 2
and 3 show the sensitivities and FPsI with different thresholds,
respectively.
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Fig. 4. Sensitivity with different thresholds of SLc.

Fig. 5. FPsI with different thresholds of SLc.

3) Multiconcentric Layers Criteria (MLc): If selected ROIs
have more than one concentric layer in their successive lower
intensity layers, they will be considered as mass regions. When
criteria turn strict, the detection sensitivity deceases. The cor-
responding detection results without single-layer criteria are
shown in Table II. Without the single-layer criteria, the detec-
tion results are unacceptable.

4) Single-Layer Criteria (SLc): Smaller masses are easily
missed by using only the multiple concentric layers criteria, and
thus, single-layer criteria is developed to detect small masses.
Here, only eccentricity and extent are considered because area
and solidity contribute little to sensitivity. Furthermore, contrast
is used to ensure the experienced assumption that mass regions
always possess a highlighted focal region and evolving con-
centric layers grow dimmer. Figs. 4 and 5 show the detection
performance of the training set.

5) False Positives Reduction Criteria: The relative inci-
dence and minimum distance criteria are used to reduce the
false positives. These two parameters affect the detection per-
formance slightly as focal regions are always much smaller
than the other detected isolated regions in the same intensity
layer. Besides this, minimum distance does not work in our
scheme as once regions are determined as concentric regions in
high intensity layers, they will not affect other selection activ-
ities. However, these two criteria will decrease the FPsI about
0.1–0.4.

According to the earlier discussions and analyses, we can
determine a group of reasonable model parameters. Table III

TABLE III
OPTIMAL PARAMETER SETTINGS IN DETECTION SCHEME

TABLE IV
MODEL PARAMETER SETTINGS IN DIFFERENT METHODS

TABLE V
DETECTION RESULTS USING DIFFERENT METHODS

shows the final settings of all parameters used in our mass
detection scheme.

C. Mass Detection Results

For comparison with the original MCL method, we first simu-
late the MCL method using the whole settings and conditions as
it used in [16]. However, we failed to get reasonable results due
to a different database employed in our experiments. Therefore,
the settings and thresholds were changed to get comparative
results as they are in [16]. Table IV gives the settings in MCL
and our method, respectively.

Following the settings in Table IV, the detection results on the
test set with 150 mammograms are given in Table V. As shown
in Table V, the proposed scheme could improve the detection
sensitivity by about 6% for cancer cases and get comparative
results with the mending MCL method for benign cases. Fur-
thermore, it is more effective on removing false positives.

The main intermediate procedures of the detection scheme
are shown in Fig. 6. First, the mammograms are decomposed by
MCA method, and only the smooth components are reserved for
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Fig. 6. Whole process of the detection scheme. (a) Original image.
(b) Piecewise-smooth image. (c) First density layer. (d) Second density layer.
(e) Third density layer. (f) Fourth density layer. (g) Fifth density layer. (h) Eighth
density layer. (i) Multilayer characteristics of the mass regions. (j) Detection
result.

Fig. 7. Detection results. (a) Original image. (b) Piecewise-smooth image.
(c) Granule image. (d) Detection result based on MCL without employing
MCA. (e) Detection result based on MCA.

later detection. Then, the density layers with different thresholds
are acquired for picking up the suspicious isolated regions. And
the regions which could satisfy the morphological limitations
and also the density layer criteria are finally detected as the mass
regions.

The original MCL method without employing MCA method
cannot detect the weak contrast regions [as shown in Fig. 7(d)],
while the new detection scheme can accurately detect them [as
shown in Fig. 7(e)].

A granule image without using MCA is given in Fig. 8(c),
which presents obvious Mosaic effects. The detection result
based on it is given in Fig. 8(d). As we can see, the real mass
region is missed. The detection result based on MCA is shown
in Fig. 8(e), which can accurately detect the missed abnormity.

Masses are different to detect in mammograms based on gran-
ulation processing because it cannot suppress the blood vessels
and structural noises. The detection result using MCA is given
in Fig. 9(e), and the abnormity is accurately detected as the
highlight margin of blood vessels and structural noises are sup-
pressed by MCA.

Then, the detection results of the malignant and benign cases
are presented, respectively. As shown in Figs. 10 and 11, the

Fig. 8. Detection results. (a) Original image. (b) Piecewise-smooth image.
(c) Granule image. (d) Detection result based on MCL without employing
MCA. (e) Detection result based on MCA.

Fig. 9. Detection results. (a) Original image. (b) Piecewise-smooth image.
(c) Granule image. (d) Detection result based on MCL without employing
MCA. (e) Detection result based on MCA.

Fig. 10. Detection results of malignant cases. (a) Original image.
(b) Piecewise-smooth image. (c) Detection result based on MCL. (d) Multi-
layer characteristics of the mass regions.

malignant masses always possess complex density distributions,
while the benign cases have more homogeneous density distri-
butions with well-defined margins. And the proposed detection
scheme could effectively detect both these cases.

Although the proposed scheme can improve the detection per-
formance significantly with lower false positives rates, it fails to
work well on the following examples, as shown in Fig. 12. These
missed cases always possess dense glandular tissues embedded
with mass regions.

The missed mass regions, as shown in Fig. 12, are similar
to circles or ellipses with highest density in the center, i.e.,
the intensity distributions of these mass regions are similar to
2-D projection of Gaussian surface. Therefore, the Gaussian
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Fig. 11. Detection results of benign cases. (a) Original image. (b) Piecewise-
smooth image. (c) Detection result based on MCL. (d) Multilayer characteristics
of the mass regions.

Fig. 12. Missed cases.

Fig. 13. Mass intensity distribution. (a) Original image. (b) Subimage with a
mass region. (c) 3-D intensity distribution of the mass region.

model could be introduced to effectively represent this common
characteristic of these mass regions, as shown in Fig. 13. In the
future, we will consider using the Gaussian model to further
enhance the performance of the proposed scheme.

V. CONCLUSION

A novel mass detection scheme based on MCA and new con-
centric layer criteria is presented in this paper. The scheme first
decomposes the mammograms into piecewise-smooth compo-
nent and texture component by using MCA. Then, the smooth
component is used to extract the independent regions on differ-
ent intensity layers. Four morphological features are calculated
to initially select ROIs, and selected regions are considered as
mass regions when they satisfy one of the concentric layer crite-
ria. Finally, two false positives reduction criteria are developed
to control the number of FPsI. The experimental results show
that the proposed concentric layer criteria could effectively im-
prove the detection sensitivity of the benign masses, and the
MCA-based mass detection scheme could achieve satisfactory
detection sensitivity with acceptable FPsI. Though the model
parameters of the scheme are discussed to decide the optimal
settings, more robust method should be developed to get the
generalized model. Furthermore, new features such as Gaussian
distribution characteristics of mass regions and local texture
should be introduced to further reduce the false positives.
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