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Figure 1: Comparison of our algorithm with the local color transfer method [Dong et al. 2010]. For the source image, we use a mask to indicate that only the yellow flowers are processed. Note that in our result (c), not only all the dominant color styles but also their spatial distribution in (b) is presented.

1 Introduction

Color transfer is a practical image editing technology which is useful in various applications. An ideal color transfer algorithm should keep the scene in the source image and apply the color styles of the reference image. All the dominant color styles of the reference image should be presented in the result especially when there are similar contents in the source and reference images.

Reinhard et al. [2001] present a global color transfer algorithm which manipulates the pixel value of source image to match the global mean and standard deviation of the reference image in a uncorrelated color space $l^\alpha u^\beta$. Unnatural results may be produced when the color distributions of source and reference images are very different. Dong et al. [2010] extract the same number of dominant color descriptor (DCD) from the input images and find an optimal one-to-one mapping between the dominant color sets. All the obvious color styles of the reference image can be presented in the result if there are enough corresponding dominant color patterns in the source. However, as shown in Figure 1, the normal local color transfer algorithms will fail to generate a satisfied result if the number of source dominant colors is much less than the reference one, especially when the color styles are transferred between similar contents. Moreover, the spatial distribution of the reference color pattern should also be considered during the transfer process.

We propose a robust color transfer framework to address the above issues. Our method can establish a soft connections between the local color statistics of the source and reference images. All the obvious color features can be presented in the result image, as well as the spatial distribution of the reference color pattern.

2 Algorithm Details

We first use Mean Shift method [Comaniciu and Meer 2002] to segment the images into different regions. Each region contains pixels with a similar color style. We call the regions as Dominant Color Regions (DCR), which can be denoted as:

$$R_i = \{p_i, x_i, \mu_i, \sigma_i, S_i\}, \quad i = 1, 2, \ldots, N.$$  

where $N$ is the number of DCR, $p_i$ is the percentage of pixels in the image corresponding to the $i$th DCR, $x_i$ is a vector representing the geometric center, $\mu_i$ and $\sigma_i$ are the color mean and standard deviation value of the region, $S_i$ is the pixel set of the $i$th DCR. The geometric center $x$ is normalized to the range $[0, 1]$.

We adopt EMD (Earth Mover’s Distance) [Rubner et al. 2000] method to find an optimal mapping between the DCR sets of the source and reference images. Unlike the tight mapping method [Dong et al. 2010], we construct a soft many-to-many mapping between the two DCR sets. Denote $f_{ij}$ as the probability of the $i$th source DCR maps to the $j$th reference DCR, and $d_{ij}$ as the distance between them, the cost of the mapping is optimized by:

$$\min_{\{f_{ij}\}} \sum_{i=1}^{N_s} \sum_{j=1}^{N_r} f_{ij} d_{ij}$$

subject to

$$\sum_{j=1}^{N_r} f_{ij} = p_i^s, \quad \sum_{i=1}^{N_s} f_{ij} = p_j^r,$$

where $N_s, N_r$ denote the number of DCRs, $p_i^s$ and $p_j^r$ denote the percentage of pixels in the image corresponding to the DCR ($s,r$ denote the source and reference image respectively). Each DCR is given the same weight, which means the DCRs have equal importance. By optimizing Equation (2), the source DCRs are softly mapped to the corresponding reference ones. In order to transfer the spatial distribution of the reference color styles, we add the geometric location information to construct the distance function. We use an exponential distance to calculate the distance between two DCRs:

$$d_{ij} = \exp \left( \frac{||x_i - x_j||^2}{\delta_s} \right) \cdot \exp \left( \frac{||\mu_i - \mu_j||^2}{\delta_c} \right),$$

where $||.||$ denotes the $l_2$ norm, $\delta_s$ and $\delta_c$ are parameters to control the contributions of geometric location and color information respectively ($\delta_s = 0.6$ and $\delta_c = 1.0$ in our experiments).

After solving Equation (2), we can formulate a transform function to map each source DCR to the reference ones:

$$\Phi(R_i^s) = \frac{\sum_{j=1}^{N_r} f_{ij} R_j^r}{\sum_{j=1}^{N_r} f_{ij}}.$$
We use a soft boundary for the source image to avoid the artifacts causing by segmentation. When transferring the pixel color \(I(x, y)\), we consider the contribution of the neighbour dominant color regions. Assume \(R_i\) is the region to which pixel \(I(x, y)\) belongs, we define the neighbour DCRs of pixel \(I(x, y)\) as:

\[
N(x, y) = \{R_i \cup \{R_j|\exists I(x_i, y_i) \in S_i, I(x_j, y_j) \in S_j : |x_i - x_j| + |y_i - y_j| = 1\}\}, \tag{5}
\]

For each neighbour region \(R_j \in N(x, y)\), we calculate the probability that the pixel color \(I(x, y)\) belongs to it as:

\[
jP_{xy} = \frac{1}{Z} D(I(x, y), R_j), \tag{6}
\]

where \(Z = \sum_{R_j \in N(x, y)} D(I(x, y), R_j)\) is the normalization factor, and \(D(I(x, y), R_j)\) is the similarity between the pixel color \(I(x, y)\) and the neighbour region \(R_j\). We adopt bilateral filter to smooth the color and spatial similarity simultaneously:

\[
D(I(x, y), R_j) = \exp\left(-\frac{(x - x_j)^2 + (y - y_j)^2}{\delta_s}\right) \cdot \exp\left(-\frac{|I(x, y) - \mu_j|^2}{\delta_c}\right), \tag{7}
\]

where \(x_j = (x_j, y_j)\) is the geometric center of the \(j\)th source DCR. In our experiments we set \(\delta_s = 0.4\) and \(\delta_c = 1.0\).

Similar as the method in [Dong et al. 2010], we use the probability \(jP_{xy}\) to average the contributions of the neighbour regions \(N(x, y)\) for the output pixel color \(I^o(x, y)\). We get each pixel color \(I^o(x, y)\) of the output image as:

\[
I^o(x, y) = \sum_{j} jP_{xy} \left( \frac{\Phi(\sigma_j^x)}{\sigma_j^x} (I(x, y) - \mu_j^x) + \Phi(\sigma_j^y) \right), \tag{8}
\]

where \(jP_{xy}\) is the probability that the pixel \(I(x, y)\) belongs to the neighbour region \(R_j\), \(\Phi(\mu_j^x)\) and \(\Phi(\sigma_j^y)\) are the new mapping mean and standard deviation of region \(R_j\) respectively. In our experiments, we use LAB color space in the transfer process. In order to preserve the original luminance and some details, the \(L\) channel can be kept in some cases.

3 Results and Conclusion

In Figure 1, we compare our algorithm with the DCD mapping-based method [Dong et al. 2010]. Our result depicts both the dominant color styles and their corresponding spatial distribution in the reference image. The integration of the spatial distribution information guarantees all the dominant color styles are transferred to the source image, even if the number of the source dominant colors is less than the reference one. In Figure 2, we can note that the reference blue style is lost in Figure 2(d) and the yellow style in the reference sky is not transferred to the corresponding sky area in Figure 2(e), while in our result all the dominant color patterns are preserved in their original spatial distribution.

In this paper, we propose a novel local color transfer algorithm that integrates spatial distribution of reference dominant colors in the transfer process. Our method outperforms previous global and soft segmentation based local color transfer algorithms especially when the number of the source dominant color styles is much less than the reference one. The spatial distribution of the reference dominant color styles are also nicely preserved in the output image. In the future, we will explore a more intelligent method which can use object-level information in the transfer process.
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