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ABSTRACT
Automatic face identification of characters in movies has drawn significant research interests and led to various applications. It is a challenging problem due to the huge variation in the appearance of each character. Although existing methods demonstrate promising results in clean environment, the performances are limited in complex movie scenes due to the noises generated during the face tracking and face clustering process. In this paper we present a robust character identification approach by incorporating a noise insensitive relationship representation and a graph matching algorithm. Beyond existing character identification approaches, we further perform explicit sensitivity analysis on character identification by introducing two types of simulated noises. Experiments validate the advantage of the proposed method.

Index Terms— Character Identification, Sensitivity Analysis

1. INTRODUCTION
Automatic character identification in movies is essential for semantic movie analysis such as movie indexing, summarization and retrieval. Character identification, though very intuitive to humans, is a tremendously challenging task in computer vision. This is due to the introduced noises of huge variation in appearance of characters, such as scale, pose, illumination, expression and wearing. The objective of this work is to explicitly consider the unavoidable noises and analyze the noise impact.

We build on our previous work \cite{1} and present a novel approach for robust character identification. Regarding the fact that characters may show various appearances, the representation of character is often affected by the noise introduced by face tracking, face clustering and scene segmentation. We observed in our investigations that some statistic properties of characters are preserved in spite of these noises. Hence, we investigate a method for character relationship representation and name-face matching which can accommodate a certain noise. Although extensive research efforts have been concentrated on character identification and many applications have been proposed, there have been rather few efforts directed at the robustness analysis of character identification versus inevitable noises. Here we aim to fill this gap by introducing two types of simulated noises and preforming an in-depth sensitivity analysis.

1.1. Related Work
The crux of the character identification problem is to exploit the relations between videos and the associated texts in order to label the faces of characters with names. Name-it \cite{2} is the first name-face association system proposed for news video, which is based on the co-occurrence between the detected faces and names extracted from the transcript. A face is labeled with a name which frequently co-occurs with it. Yang et al. \cite{3} employed the closed caption and speech transcript to build models predicting the probability that a name in the text matches to a face on the video frame. In \cite{4}, they improved their method by utilizing multiple instance learning for partial labeled faces to reduce the data collecting effort. Early name-face association methods showed promising results in news videos, where candidate names for the faces are available from the simultaneous appearing captions or local transcripts. However, in TV and movies, the names of characters seldom directly show in the subtitle, and script containing character names has no time stamps to align to the video.

To cope with this problem, Everingham et al. \cite{5} \cite{6} proposed to align the film script and the subtitle to generate time stamped name annotation. Based on that, they learned character specific classifiers from video and extended the coverage of the method in \cite{7}. In their work, the subtitle text and time-stamps information were extracted by OCR, which required extra computation cost on spelling error correction. Instead of OCR and local matching, Zhang proposed a global matching method utilizing the movie script \cite{1}. Two graphs, name affinity graph computed from co-occurrence between character names in the script, and face affinity graph computed from co-occurrence between faces in the video, are first constructed. Then, character identification is formulated as the problem of finding optimal vertex to vertex matching between two graphs. The author concluded that less information source is involved in their method(without subtitle) and the global matching framework improves the performance.
Various applications based on character identification have been investigated. A character-centered browsing platform was provided in [1], where users use name to query the characters of interest and view the related video clips. Liang et al. [8] presented scenes in film script and shots in video as bag-of-characters after character identification, and then solved the movie scene segmentation task by video/script alignment. Recently Sang [9] employed the movie scene structure and leading characters based on character identification and proposed a character-based movie summarization framework.

Although extensive research investigations have been concentrated on character identification, as far as we know, there have been rather few efforts focused on the analysis of noises to improve the robustness and no work has been performed on sensitivity analysis of character identification versus noises.

1.2. Overview of Our Approach

In a movie, the interactions among characters resemble them into a relationship network. Co-occurrence of names in script and faces in videos can represent such interactions. Based on that, one name affinity graph and one face affinity graph can be built respectively. As noises are unavoidable, the face affinity graph can be seen as a transform from the name affinity graph by affixing noises. Through our investigations on the affected affinity graph, these transforms preserve certain statistic properties of the characters. Hence, in this paper, we utilize the preserved properties and investigate a method for robust character relationship representation (graph construction) and name-face graph matching.

For relationship representation, we propose to represent the character co-occurrence in rank ordinal level [10], scoring the strength of the relationships in a rank order from the weakest to strongest. Rank order data carries no numerical meaning. It follows that it is less sensitive to the noise. The affinity graph presented in [1] is interval measures of the co-occurrence relationship between characters. While continuous measures of the strength of relationship holds complete information, it is highly sensitive to noises.

For name-face graph matching, we employ the error correcting graph matching algorithm. In error correcting graph matching (ECGM), the difference between two graphs is measured by edit distance which is defined by a sequence of graph edit operations. According to the noise analysis, we define appropriate graph edit operations and constitute the edit distance function adapted to obtain the improved name-face matching performance.

Sensitivity analysis plays an important role in characterizing the uncertainties associated with a model. To explicitly analyze the algorithm’s sensitivity to noises, two types of noises, coverage noise and intensity noise, are introduced. Based on that, we perform sensitivity analysis by investigating the performance of name-face matching with respect to the simulated noises.

Compared with the previous work, the contributions of our work include: 1) A noise-insensitive relationship representation method is introduced to construct the name/face affinity graph. 2) An ECGM-based graph matching algorithm with specially designed edit cost function is presented for face-name graph matching. 3) We perform an explicit sensitivity analysis on character identification by introducing two types of simulated noises.

2. ROBUST CHARACTER IDENTIFICATION

In this section we first briefly review our previous work on character identification by global name-face graph matching. Based on investigations of the noises generated during the affinity graph construction process, we construct the name and face affinity graph in rank ordinal level and employ ECGM with specially designed edit cost function for name-face match.
2.1. Review of Global Name-Face Matching Framework

In movies, the names of characters seldom directly appear in the subtitle, while the movie script which contains character names has no time information. Hence, the task of character identification can be formulated as a global matching problem between the faces detected from the video and the names extracted from the movie script. Affinity graph is built according to the co-occurrence status among characters, which can be represented as a weighted graph \( G = \{ V, E \} \) where vertex \( V \) denotes the characters and edge \( E \) denotes relationships among them. The more scenes where two characters appear together, the closer they are, and the larger the edge weights between them is. In this sense, a name affinity graph extracted from script analysis and a face affinity graph from video analysis can be constructed. Table 1 demonstrates the adjacency matrices corresponding to the name and face affinity graphs from the movie "Noting Hill" (the ground truth is WIL-Face1, SPI-Face2, ANN-Face3, MAX-Face4, BEL-Face5). All the affinity values are normalized into the interval \([0, 1]\). We can see that some of the face affinity values differ much from the corresponding name affinity values (e.g. \{WIL, SPI\} and \{Face1, Face2\}, \{WIL, BEL\} and \{Face1, Face5\}) due to the introduced noises. Subsequently, a spectral graph matching algorithm is applied between the name affinity graph and the face affinity graph to find the optimal name-face correspondence. More technical details can be referred to our previous work [1].

2.2. Rank Ordinal Affinity Graph Construction

We observed in our investigations that, in the generated affinity matrix some statistic properties of the characters are relatively stable and insensitive to the noises, such as character A has more affinities with character B than C, character D has never co-occurred with character A, etc. Delighted from this, we assume that while the absolute quantitative affinity values are changeable, the relative affinity relationships between characters (e.g. A is more closer to B than to C) and the qualitative affinity values (e.g. whether D has co-occurred with A) usually remain unchanged. In this paper, we utilize the preserved statistic properties and propose to represent the character co-occurrence in rank order.

We denote the original affinity matrix as \( R = \{ r_{ij} \}_{n \times n} \), where \( n \) is the number of characters. First we look at the cells along the main diagonal (e.g. A co-occur with A, B co-occur with B). We rank the diagonal affinity values \( r_{ii} \) in ascending order, then the corresponding diagonal cells \( \tilde{r}_{ii} \) in the rank ordinal affinity matrix \( \tilde{R} \) is:

\[
\tilde{r}_{ii} = I_{r_{ii}} \tag{1}
\]

where \( I_{r_{ii}} \) is the rank index of original diagonal affinity value \( r_{ii} \). For each row in the original affinity matrix, we first remain the 0-cell unchanged. Then, other than the diagonal cell and 0-cell, we rank the rest affinity values in ascending order (the rank order of \( r_{ij} \) is denoted as \( I_{r_{ij}} \)). Then for the \( i^{th} \) row, the corresponding cells \( \tilde{r}_{ij} \) in the \( i^{th} \) row of affinity rank ordinal matrix is:

\[
\tilde{r}_{ij} = I_{r_{ij}} \tag{2}
\]

We illustrate in Table 2 an example of rank ordinal affinity matrices corresponding to the affinity matrices in Table 1. The rank ordinal matrix is not necessarily symmetric and the scales reflect differences in degree of intensity, but not necessarily equal differences. It is shown that although there are major differences between original name and face affinity matrices, the derived rank ordinal affinity matrices are basically the same. A rough conclusion is that the affinity rank ordinal matrix is less sensitive to the noises than the original affinity matrix, which coincides with our assumption. We will further validate the advantage of rank ordinal graph in the experiments.

3. ERROR CORRECTING GRAPH MATCHING

Error correcting graph matching (ECGM) is a powerful concept that has various applications in pattern recognition and computer vision. Its application is focused on distorted inputs [11]. In order to measure the similarity of two graphs, graph edit operations are defined, such as the deletion, insertion and substitution of nodes and edges. Each of these operations is further assigned a certain cost. The costs are application dependent and usually reflect the likelihood of graph distortions. The more likely a certain distortion is to occur, the smaller is its cost. Through error correcting graph matching, we can define appropriate graph edit operations according to the noise investigation and design the edit cost function to improve the performance.

For explanation convenience, we provide some notations and definitions taken from [12]. Let \( \mathcal{L} \) be a finite alphabet of labels for nodes and edges.

**Notation:** A graph is a triple \( g = (\mathcal{V}, \alpha, \beta) \), where \( \mathcal{V} \) is the finite set of nodes, \( \alpha : \mathcal{V} \rightarrow \mathcal{L} \) is node labeling function, and \( \beta : \mathcal{E} \rightarrow \mathcal{L} \) is edge labeling function.

The set of edges \( \mathcal{E} \) is implicitly given by assuming that graphs are fully connected, i.e., \( \mathcal{E} = \mathcal{V} \times \mathcal{V} \). Node and edge labels (for weighted graphs, edge label is the weight of the edge) come from the same alphabet for notational convenience.

**Definition 1.** Let \( g_1 = (\mathcal{V}_1, \alpha_1, \beta_1) \) and \( g_2 = (\mathcal{V}_2, \alpha_2, \beta_2) \) be two graphs. An error correcting graph matching (ECGM) from \( g_1 \) to \( g_2 \) is a bijective function \( f : \mathcal{V}_1 \rightarrow \mathcal{V}_2 \), where \( \mathcal{V}_1 \subseteq \mathcal{V}_1 \) and \( \mathcal{V}_2 \subseteq \mathcal{V}_2 \).

We say that node \( x \in \mathcal{V}_1 \) is substituted by node \( y \in \mathcal{V}_2 \) if \( f(x) = y \). If \( \alpha_1(x) = \alpha_2(f(x)) \), the substitution is called an identical substitution. The cost of identical node or edge substitution is usually assumed to be zero, while the cost of any other edit operation is greater than zero.

**Definition 2.** The cost of an ECGM \( f : \mathcal{V}_1 \rightarrow \mathcal{V}_2 \) from graph \( g_1 = (\mathcal{V}_1, \alpha_1, \beta_1) \) to \( g_2 = (\mathcal{V}_2, \alpha_2, \beta_2) \) is given by
where $c_{nd}(x)$ is the cost of deleting a node $x \in V_1 - \hat{V}_1$ from $g_1$, $c_{ni}(x)$ is the cost of inserting a node $x \in V_2 - \hat{V}_2$ in $g_2$, $c_{ns}(x)$ is the cost of substituting a node $x \in \hat{V}_1$ by $f(x) \in \hat{V}_2$, and $c_{es}(e)$ is the cost of substituting an edge $e = (x, y) \in \hat{V}_1 \times \hat{V}_1$ by $e' = (f(x), f(y)) \in \hat{V}_2 \times \hat{V}_2$.

**Definition 3.** Let $f$ be an ECGM from $g_1$ to $g_2$ and $C$ a cost function. We will call $f$ an optimal ECGM under $C$ if there is no other ECGM $f'$ from $g_1$ to $g_2$ with $\gamma_C(f') < \gamma_C(f)$.

In our cases, the name and face affinity graph have the same number of nodes. There is no need to search for subgraph isomorphisms and thus, $|\hat{V}_1| = |V_1| = |\hat{V}_2| = |V_2|$. Also, as no node deletion or insertion operation is involved, we can directly assign $c_{nd} = c_{ni} = \infty$. According to the investigation on noises, we introduce $c_{edc}(e)$ for the cost of destroying a edge $e \in \hat{V}_1 \times \hat{V}_1$ or creating a edge $e \in \hat{V}_2 \times \hat{V}_2$.

The edit operation of destroying a edge means certain cell in the name affinity rank ordinal matrix is nonzero while the corresponding cell in the face affinity rank ordinal matrix is zero. The edit operation of creating a edge means the opposite. We define the cost of an ECGM in our name/face affinity rank ordinal graph matching application as:

$$
\gamma(f) = \sum_{x \in V_1 - \hat{V}_1} c_{nd}(x) + \sum_{x \in V_2 - \hat{V}_2} c_{ni}(x) + \sum_{x \in \hat{V}_1} |\alpha_1(x) - \alpha_2(x)|c_{ns}(x) + \sum_{e \in \hat{E}_1} \beta_1(e) - \beta_2(e)\times c_{es}(e) + \sum_{e \in \hat{E}_2} \beta_1(e) - \beta_2(e)\times c_{es}(e)
$$

where $|\alpha_1(x) - \alpha_2(x)|$ and $|\beta_1(e) - \beta_2(e)|$ measure the degree of node substitution and edge substitution, respectively.

According to the likelihood of graph distortions during the graph construction process, we assign different costs to the edit operation of node substitution, edge substitution and edge creation/destruction. The cost function $C$ is designed as:

$$
C = (c_{nd}, c_{ni}, c_{ns}, c_{es}, c_{edc} = (\infty, \infty, \lambda_1, 1, \lambda_2)
$$

where $\lambda_1$ and $\lambda_2$ embody the likelihood of different graph distortions. Without prior knowledge, we perform experiments on a training set with various value of $\lambda_1$ and $\lambda_2$ and select those which maximize the average matching accuracy. Recalling the example in Table 2, the ECGM of ground-truth is $f$: WIL $\rightarrow$ face1, SPI $\rightarrow$ face2, ANN $\rightarrow$ face3, MAX $\rightarrow$ face4, BEL $\rightarrow$ face5. Apparently no node deletion or insertion operation is involved. Also no node substitution operation happens. Therefore, there are five edge substitution operations and two edge insertion operations (edge (3, 5), (5, 3)). The cost of this ECGM under our designed cost function $C$ is: $\gamma_C(f) = 5 + 2\lambda_2$.

A general algorithm to obtain the optimal ECGM is based on the $A^*$ method [13]. By applying $A^*$, we are able to find the best matching by exploring only the most promising avenues, which guarantees a global optimal.

**4. Sensitivity Analysis**

Sensitivity Analysis is common in financial applications, risk analysis, signal processing and any area where models are developed [14]. Good modeling practice requires that the modeller provides an evaluation of the confidence in the model, possibly assessing the uncertainties associated with the modeling process and with the outcome of the model itself. Sensitivity Analysis offers valid tools for characterizing the robustness to noises for a model.

We first introduce two types of simulated noises, coverage noise and intensity noise. Then the impact factor for measuring rank ordinal graph affection is defined to evaluate the sensitivity of our proposed rank ordinal affinity graph to noises. The sensitivity analysis is further discussed in the experiments section.

**4.1. Coverage Noise and Intensity Noise**

According to the noise investigation, only node substitution, edge substitution and edge destruction/creation are involved in the graph construction process. Thus, we introduce two types of noises, coverage noise and intensity noise, to simulated the real noises.

Coverage noise corresponds to graph edit operation as edges created or destroyed. This type of noise tends to change the topology of the graph. The creation/destruction probability $\nu_C$ for each existing or potential edge denotes the coverage noise level. Intensity noise corresponds to changes in the weights of the edges. It has involvement with the quantitative variation of the edges, but with no affection to the topology of the graph. A random value distributed uniformly on the $[-\nu_I, \nu_I]$ range denotes the intensity noise level. As the affinity values are normalized, the intensity change is limited so as to never take the resulting weight outside of the $[0, 1]$ interval. Based on the defined noises, we perform sensitivity analysis in following experiments by investigating the performance of name-face matching with respect to the simulated noises.

**4.2. Rank Ordinal Graph Impact Factor**

To evaluate the sensitivity of the proposed affinity rank ordinal graph, the impact factor for rank ordinal graph affection is specially defined.
Fig. 1. The average accuracy of name-face matching as $\lambda_1$ and $\lambda_2$ change. $\lambda_1 = 1.6$ and $\lambda_2 = 1.8$ perform best, with 86.7% average accuracy. This means coverage noise happens not so frequent as intensity noise.

The impact factor function should be consistent with the likelihood of the graph distortions i.e., noises. Therefore, we define the rank ordinal graph impact factor $\mu$ in accordance to our definition of the cost function for ECGM:

$$
\mu = \sum_{x \in V_1} \lambda_1|\alpha_1(x) - \alpha_2(x)| + \sum_{e \in E_1} |\beta_1(e) - \beta_2(e)|
$$

$$
+ \sum_{\beta_1(e) \neq \beta_2(e)} \lambda_2
$$

(6)

$\lambda_1$ and $\lambda_2$ are the same parameters with Eq.5, and $g_1$ means the rank ordinal graph before affected by noises and $g_2$ is the corresponding affected graph.

5. EXPERIMENTS


5.1. Cost Function of ECGM

The costs for different graph edit operations are designed by automatic inference based on a training set of five movies (different from the 10 test movies listed above). Parameters $\lambda_1$ and $\lambda_2$ in Eq.5 and Eq.6 embody the likelihood of different graph distortions. We perform experiments with various values of $\lambda_1$ and $\lambda_2$. The result of average accuracy of name-face matching with respect to $\lambda_1$ and $\lambda_2$ is shown in Fig.1. $\lambda_1 = 1.6$ and $\lambda_2 = 1.8$ perform best, with 86.7% average accuracy. Beyond or below this, the results deteriorate: the derived parameter values embody the difference of likelihood of node substitution and edge creation/destruction operations from edge substitution. This means that coverage noise (node substitution and edge creation/destruction) are less likely to occur, and the graph topology is relatively stable. We fix $\lambda_1 = 1.6$ and $\lambda_2 = 1.8$ in following experiments.

Fig. 2. The rank ordinal graph affection index $\mu$ vs. noise level for coverage noise and intensity noise.

5.2. Evaluation of Name-Face Matching

We compare the name-face matching accuracy of proposed rank ordinal affinity graph + ECGM method with the affinity graph + spectral matching method in [1] on the ten test movies. The result is illustrated in Table 3. ‘Our1’ is the method of the proposed rank ordinal affinity matrix with original spectral graph matching, and ‘Our2’ is rank ordinal affinity matrix with ECGM. It can be seen that the proposed method improve the performance mostly on the thriller and action movie (F1 and F2), which involve more severe variation of the face pose and illumination. The mechanism of tolerating noises by constructing the affinity rank ordinal graph and employing error correcting concept guarantee the performance of name-face matching. As the name-face matching accuracy is relatively high in [1], the improvement is limited. Therefore, we further show the robustness of our method by introducing simulated noises in sensitivity analysis.

5.3. Sensitivity Analysis

For sensitivity analysis, random coverage and intensity noise of different noise level are generated. We first demonstrate the advantage of constructing affinity graph by rank ordinal matrix by presenting the curve of rank ordinal graph affection index with respect to coverage and intensity noise in Fig. 2. Fig. 3 illustrates how sensitive the average accuracy of name-face matching is with respect to different coverage noise level and intensity noise level, respectively. Fig. 2 and Fig. 3 show that rank ordinal matrix and the proposed ECGM graph matching method basically remain stable within the intensity noise range $\nu_C \leq 0.08$, while the method in [1] tends to fail. However, coverage noise deteriorates the accuracy of name-face matching in our method as well as [1]. We reach the conclusion that the proposed method is very tolerant to random variation to the values of weighted edges, managing to match graphs correctly as long as the topological structure is preserved. This finding is of great importance as according to our observation and experiment results, though the weights of face affinity relations are imprecise, basically the generated name and face affinity graph have the same topology.
Table 3. Performance evaluation of movie summarization

<table>
<thead>
<tr>
<th>Movie ID</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>F8</th>
<th>F9</th>
<th>F10</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. characters</td>
<td>17</td>
<td>14</td>
<td>14</td>
<td>13</td>
<td>20</td>
<td>12</td>
<td>14</td>
<td>21</td>
<td>13</td>
<td>13</td>
<td>151</td>
</tr>
<tr>
<td>Zhang [1] No. identified</td>
<td>13</td>
<td>10</td>
<td>12</td>
<td>11</td>
<td>16</td>
<td>10</td>
<td>12</td>
<td>17</td>
<td>11</td>
<td>13</td>
<td>125</td>
</tr>
<tr>
<td>Accuracy</td>
<td>76.5%</td>
<td>71.4%</td>
<td>85.7%</td>
<td>84.6%</td>
<td>80.0%</td>
<td>83.3%</td>
<td>85.7%</td>
<td>81%</td>
<td>84.6%</td>
<td>100%</td>
<td>82.8%</td>
</tr>
<tr>
<td>Our1 No. identified</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td>11</td>
<td>16</td>
<td>10</td>
<td>12</td>
<td>19</td>
<td>11</td>
<td>13</td>
<td>129</td>
</tr>
<tr>
<td>Accuracy</td>
<td>88.2%</td>
<td>85.7%</td>
<td>71.4%</td>
<td>84.6%</td>
<td>90.0%</td>
<td>83.3%</td>
<td>85.7%</td>
<td>90.5%</td>
<td>84.6%</td>
<td>100%</td>
<td>85.4%</td>
</tr>
<tr>
<td>Our2 No. identified</td>
<td>15</td>
<td>12</td>
<td>10</td>
<td>11</td>
<td>18</td>
<td>10</td>
<td>12</td>
<td>19</td>
<td>11</td>
<td>13</td>
<td>131</td>
</tr>
<tr>
<td>Accuracy</td>
<td>88.2%</td>
<td>85.7%</td>
<td>71.4%</td>
<td>84.6%</td>
<td>90.0%</td>
<td>83.3%</td>
<td>85.7%</td>
<td>90.5%</td>
<td>84.6%</td>
<td>100%</td>
<td>86.8%</td>
</tr>
</tbody>
</table>

Fig. 3. The average accuracy of name-face matching vs. noise level. (a) for coverage noise (b) for intensity noise.

6. CONCLUSIONS

In this paper, a robust character identification method is proposed and the sensitivity analysis is performed. Experiments demonstrate that the proposed method achieves significant improved performance when the intensity noise is involved. However, the coverage noise which changes the graph topology deteriorates the matching results. In the future, we will be working towards investigating optimal cost function for different movie genres as well as exploiting more character relationships to improve the robustness.
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