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Different from the existing work focusing on emotion type detection, the proposed
approach in this paper provides flexibility for users to pick up their favorite affective
content by choosing either emotion intensity levels or emotion types. Specifically, we
propose a hierarchical structure for movie emotions and analyze emotion intensity and
emotion type by using arousal and valence related features hierarchically. Firstly, three
emotion intensity levels are detected by using fuzzy c-mean clustering on arousal
features. Fuzzy clustering provides a mathematical model to represent vagueness,
which is close to human perception. Then, valence related features are used to detect
five emotion types. Considering video is continuous time series data and the occurrence
of a certain emotion is affected by recent emotional history, conditional random fields
(CRFs) are used to capture the context information. Outperforming Hidden Markov
Model, CRF relaxes the independence assumption for states required by HMM and
avoids bias problem. Experimental results show that CRF-based hierarchical method
outperforms the one-step method on emotion type detection. User study shows
that majority of the viewers prefer to have option of accessing movie content by
emotion intensity levels. Majority of the users are satisfied with the proposed emotion
detection.
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1. Introduction the original data can be generated to accommodate view-
ers’ demands.

With the explosive growth of video production and the Early research focused on annotations based on low-level

development of personalized multimedia services, users
have become accustomed to accessing videos according to
their preferences. However, an overload of video data
makes users spend a great deal of time in finding the exact
data they are interested in. Stored video data need to be
annotated and indexed so that a compact representation of
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features, such as color features [1], motion intensity [2], and
shape features [3]. Besides low-level features, video syntactic
structure, such as video shot and video scene, was used for
annotation [4]. Although, several promising modeling meth-
ods were proposed [5,6], low-level feature based video
labeling and video structuring has little correlation with
user understanding of video content. Recently, event detec-
tion and semantics modeling, therefore, becomes a key
concern for video annotation and indexing [7]. Although
these work tried to provide feasible ways to manage and
access movie databases, there is still a gap between semantic
content and user’s preferences. From users’ point of view,
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they may prefer “emotional decision” to find video segments
of their interests because emotion factors directly reflect
audiences’ attention, evaluation and memory.

Affective content containing the amount and types of
emotion and is expected to evoke audience’s emotions.
Affective content analysis has been conducted in many
video domains, such as sports [8], music videos [9] and so
on. Movies constitute a large portion of the entertainment
industry. Developing effective and efficient methods to
analyze, index and organize movies has great commercial
potentials. Moreover, emotions are carefully presented in
movies. Gathering in movie theater, most of audiences are
expected to experience feelings. Therefore, movie affec-
tive content analysis occupies a dominant role in video
affective computing [10-20].

Most of the existing methods tried to map low-level
audio/visual features directly to emotion types by either
heuristic or learning ways. Different from the existing
method, we propose a hierarchical structure for emotion
categories and analyze emotion intensity and emotion
type hierarchically because of the following reasons.

1. The motivation of affective content analysis is to let
users directly access video segments of their interests.
Sometimes, users might want to watch content with
high emotion intensity, where they cannot name the
detailed emotion type.

2. From films’ point of view, for some film genres, content
with high emotion intensity directly links to video high-
lights, especially in horror movies and action movies.
However, those highlights cannot be represented by
only a detailed emotion type. For example, the action
sequences in action movies cannot be simply represented
by angry, fear or any particular emotions.

2. Related work

Affective analysis in Human Computer Interaction
(HCI) had been researched for many years. Research on
affective theories showed that valence (pleasure), arousal
(agitation) and control (Dominance) are three basic
underlying dimensions of affect [21-23]. In order to
achieve human multimedia interaction, affective comput-
ing attracts ever-increasing research efforts. A memory-
based emotion model was developed and combined with
animation for the virtual character [24]. Therefore, the
character could adjust the current interaction based on
the existing relationship with the users. In [25], emotional
sensitivity was considered for avatar to respond to users
emotional nuance. To achieve HCI and data-driven anima-
tion applications, automatic facial expression recognition
became an interesting and challenging problem [26,27].
Emotion factors were also considered for smart home
applications [28].

With the exponential growth in the production of
video and the development of personalized multimedia
services, emotional decisions are more and more widely
utilized in identifying user preferred content. Existing
video affective content analysis had been conducted in
several video domains, such as sports [8], music videos [9]

and similar media outlets. Successful detection of seg-
ments with excited moments from sports video by audio
analysis had been achieved in [8]. Music video affective
analysis, visualization and retrieval had been implemen-
ted by using arousal and valence features [9]. Movie
affective content analysis is still a challenging task due
to the inflexible video syntax structure and many emo-
tions aroused in a film, though movie affective content
can provide entry points for users to access their selected
content directly. Recently, affective content analysis for
movies attracts more and more research efforts. Kang [10]
employed HMM on motion, color, shot cut rate to detect
emotional events. Hanjalic and Xu [11] utilized the
features of motion, color, and audio to represent arousal
and valence. Rasheed [12] presented a framework to
classify films into genres based on visual cues. Audio
affective features were mapped onto a set of keywords
with predetermined emotional interpretations. These
keywords were used to demonstrate affect-based retrie-
val on a range of feature films [13]. Hanjalic [14] dis-
cussed the potential of the affective video content
analysis for enhancing the content recommendation func-
tionalities of the future PVR (personal video recorder) and
VOD (video on demand) systems. In [15], modules were
developed for detecting video tempo and music mood.
A holistic method of extracting affective information from
the multifaceted stream was introduced in [16]. Arifin
[17], presented a FPGA-based system for modeling the
arousal content based on user saliency and film grammar.
Further study detected affective content based on the
pleasure-arousal-dominance emotion model [18]. In [19],
Irie et al. introduced a latent topic driving model to
classify movie affective scenes. They considered temporal
transition characteristics of human emotion referring to
Plutchik’s emotion wheel. Considering contextual infor-
mation, a Bayesian classification framework was pre-
sented for affective movie tagging [20]. Although the
existing work is able to detect some emotion types, there
still exists some limitations. For example, users might not
be able to name a certain emotion type of their interests.
Sometime, users might want to access movies by emotion
intensity instead of emotion type. Moreover, few work
considers movie genres for emotion category definition. In
this paper, we propose a hierarchical emotion structure
for movies and analyze movie emotions by emotion
intensity and emotion types hierarchically.

Similar work was presented in [11]. In [11], Hanjalic
et al. firstly proposed the amount and type of emotion and
further proposed a computational framework for affective
video content representation and modeling. A set of
curves were used to depict the expected transitions from
one feeling to another along a video. The paper then
represented video emotion by affect curves, including
arousal and valence curves. Later in [29], Zhang et al.
utilized curve-based method and further worked on
affective visualization. Curve-based representation signif-
icantly describes the arousal/valence changes of video.
However, it might be difficult to evaluate the accuracy
of generated affect curves. In [11,29], the affect curves
are generated directly based on low-level features
without consideration of user reaction. Different from
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curved-based method, we map emotions in the arousal/
valence space explicitly and label affective content with
clear emotion categories by treating affective content
analysis as a classification task. Since user reaction is vital
for analyzing movie emotions, users reaction is consid-
ered by applying user labeled data as ground-truth to
train the emotion identifier.

3. The framework of proposed hierarchical affective
content analysis

Fig. 1 shows the proposed framework of hierarchical
affective content analysis. Video shot is segmented from
movies and used as a basic unit for affective content analysis.
Arousal and valence features are extracted from video and
audio respectively. At first step, emotion intensity which
describes the degree of agitation is analyzed by using arousal
related features. Fuzzy c-mean clustering (FCM) is used to
identify three emotion intensity levels. At the second step, for
each emotion intensity level, detailed emotion types are
detected by creating conditional random fields (CRFs) model
with valence related features and intensity levels. Five
categories are pre-defined for emotion types: fear, anger,
happiness, sadness and neutral.

Compared to most of the recent existing work, the
proposed approach fills the gap between two classes of
approaches proposed so far, namely the purely classifica-
tion-based ones which map low-level features directly
onto pre-specified emotion categories [10,19] and unsu-
pervised ones, like affect curve based method [11,9]. The
novel definition of emotion categories considers film
genres and covers typical emotions in the popular film
genres. The proposed definition has a hierarchical struc-
ture which provides users’ flexibility to access movie data
by either emotion intensity or emotion type. Moreover,
defined categories are distinguishable in arousal-valence
emotion space. Fuzzy c-mean clustering (FCM) is used to
deal with uncertain intensity boundaries. FCM is very close

-
Movie Database Video Shots

to human understanding [30]. For different film genres, the
benchmark for selecting intensity level could be different.
Outperforming Hidden Markov Models (HMMs), conditional
random fields (CRFs) are used to capture the context
information. By using CRF, the current emotion detection
not only takes the previous emotion states into account but
also considers arbitrary attributes of the observation data.
As a continuous research of our initial investigation [31],
this study improves the following two points and performs
comprehensive experiments: (1) CRF model is developed in
this study to relax the independence assumption for states
required by HMM and avoids bias problem. (2) User study is
performed to evaluate the proposed approach since emotion
depends on individual’s understanding and perception.

4. Hierarchical emotion categories

Psychological studies represent emotions in three
dimensional space, which are arousal, valance and dom-
inance [23,22]. Arousal describes the intensity of emotion.
Valance is related to the type of emotion, which describes
the pleasure-displeasure. Dominance is related to submis-
siveness and control, which lacks understanding and its
variance does not account for a significant factor of emo-
tions represented by multimedia. Therefore, movie affective
analysis is carried on the first two emotion dimensions, i.e.
arousal and valence. A hierarchical structure of emotion
categories (see Fig. 1) are defined by considering the
following issues. (1) The definition for emotion categories
should be based on arousal and valence. (2) The pre-defined
emotion categories should include the typical emotions in
the popular film genres. (3) The emotion categories should
provide possible inference for movie highlights and be
defined for users to access their interested content easily.
(4) The emotion categories should be distinctive in two
dimension arousal-valence emotion space which makes
the categories distinguishable by using valence and arousal
related features.
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Fig. 1. The framework of hierarchical affective content analysis.
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4.1. Emotion intensity levels

At the first level of the hierarchical structure, intensity
levels are defined to represent the degree of arousal.
Three levels of intensity are defined: (1) High: expresses
emotions which make persons high or agitated, such as
angry. Normally, movie highlights overlap with the con-
tent with high because highlights are always the content
trying to make audience engaged, especially for some film
genres, such as action and horror. (2) Low: describes those
emotions which make persons low or calm, such as sad or
happy (romantic). (3) Medium: is in between of high and
low. Normally, emotions at this level are relatively peace-
ful or not very significant.

4.2. Emotion types

According to recent report of ‘The Numbers’ [32], the
most popular four film genres are Action (Adventure),
Horror (Thriller) , Comedy (Romance) and Drama (Melo-
drama). In horror movies, the dominant emotion is fear
(nervous). Happiness (joy) is the main emotion in comedy.
It is difficult to find a dominant emotion for drama which is
always full of emotions. Action movie is a film genre where
action sequences, such as fights, shootouts, stunts, car
chases and so on happen regularly. Those action sequences
attract a lot attentions from audiences and make them stay
with emotions of high intensity. The emotion could be
anger, fear, happiness and so on. Ekman’s basic emotions
were identified by studying human facial expression and
proved to be universal among humans [33]. In [16], Wang
et al. adapted Ekman’s basic emotions to six categories in
order to have significant relevance in the film context and
describe nearly all emotions in films. Based on the emotion
list in [16], we elide surprise since surprise covers a big
range of valence. Surprise can be pleasant, or unpleasant.
Moreover, surprise is not dominant emotion of any popular
film genres. Five emotion types at the second level of the
hierarchical structure. Fear is an emotional response to a
perceived threat. Anger is related to one’s psychological
interpretation of having been offended, wronged or denied
and a tendency to undo that by retaliation. Happiness is an
emotion characterized by contentment, love, satisfaction,
pleasure, or joy. Sadness is an emotion characterized by
feelings of disadvantage, loss, and helplessness. Neutral is
used to represent no significant emotions.

According to [23,34], especially [16], the distribution
of pre-defined emotion types in AV space can be roughly
visualized in Fig. 3. Each emotion is distinguishable from
the other as clearly shown in Fig. 3.

5. Emotion intensity detection

Emotion intensity analysis needs to provide enough
candidates for further emotion type detection. Enlarging
the cluster is better than losing some candidates.

5.1. Arousal feature extraction

Arousal features are extracted from both audio and
video streams and further used as input to FCM for
affective intensity detection.

5.1.1. Timing features

According to movie theory, timing is an important
feature of films and has significant power to attract
viewers’ attention and to affect viewers’ emotion inten-
sity [35]. In particular, timing is about the duration and
duration relationships. We defined duration and duration
relationship in our previous work [36].

Duration is the length of time of similar images.
A video shot is created of a series of frames (similar
images), which runs for an uninterrupted period of time.
Therefore, shot-length is an efficient representation for
duration of similar images. We have the experience that
the shot duration in a film can directly affect our emo-
tional responses to the movie. Fast-paced montage and
rapid cross-cutting often work directly to create feelings
of excitement. On the other hand, if the duration of an
image is longer than what we expect, we might think
about why the shot continues for so long. Shot-length is
represented by the number of frames in one shot.

Duration relationship indicates the relationship (differ-
ence) among images. We consider representing duration
relationship by average motion intensity within one shot
because motion is estimated from the difference between
two frames. A sudden, explosive motion produces a startle
response. Motion intensity roughly estimates the gross
motion in the whole frame, including object and camera
motion, which is computed as the average magnitude of
motion vectors in a frame:

MV = %ﬂ S\ + 1y ()2 ()

ped

where ¢ is the set of inter-coded macro-blocks, and
7:[vx(¢>),vy(d>)] is the motion vector for macro-block
¢. Then the average motion intensity is calculated for the
whole shot.

5.1.2. Arousal related audio features

Sounds were shown to have emotion-related meanings
[37].

Short-time energy (STE) is proved to be an effective
audio feature and wildly used for vocal emotion detection
[38]. According to the findings in [37], energy is related to
evoked arousal. STE is measured by the amplitude of the
audio signal varying with time. The energy of discrete-
time signal is defined as

En= Y [Xmwn—m) ()
m= —oo

where x is the audio signal, and w(n—m) is a windowing
function. w(n)=1, if 0<n<N-1 (N is the length of the
window in samples). Otherwise, w(n)=0. Generally
speaking, high energy corresponds to high emotional level
while the audio segments with low emotional level have
lower energy.
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Mel frequency cepstral coefficients (MFCC) works well
for excited and non-excited audio detection [8]. Mel scale
is defined as

_ 1000 log(1 +£/1000)
mel = 10g(2) ’

3)

where F,,¢; is the logarithmic scale of f normal frequency
scale. The mel-cepstral features can be illustrated by the
mel-frequency cepstral coefficients (MFCCs), which are
computed from the FFT power coefficients. The power
coefficients are filtered by a triangular band pass filter
banks. The filter bank consists of 19 triangular filters.
They have a constant mel-frequency interval, and cover
the frequency range of 0-20050 Hz. The MFCCs are
calculated as

K
Cr= \/% > " (log Sp)cos[n(k—0.5)r/k], n=1,..L 4)
k=1

where S, (k=1,2,...,K) is the output of the filter bank.
In this research, the first four coefficients are used to
generate feature vectors since they were proved to be
effective for audio classification in our previous work [31].

5.2. Fuzzy c-mean clustering

Fuzzy c-mean clustering (FCM) is one of the most
widely used fuzzy clustering algorithms [30]. We choose
fuzzy clustering because of three reasons.

1. Fuzzy logic is based on natural language which is close
to human understanding. Meanwhile, intensity level is
a subjective concept heavily depending on human
perception, which has unclear boundary. Fuzzy inter-
pretations of data structures are a very natural and
intuitively plausible way to formulate and solve var-
ious uncertain problems in pattern recognition.

2. Different from other classification algorithm, in fuzzy
clustering, the data points can belong to more than one
cluster in order to provide enough candidates for
emotion type detection.

3. For different film genre, the benchmark for selecting
intensity level might be different. In Fuzzy clustering,
the membership grades are associated with each of the
points, which indicate the degree of the data points
belonging to the different clusters. We can set thresh-
old on membership grades for each film genre to select
intensity levels.

FCM is based on minimization of the objective func-
tion:

N C
Jn=Y_> ulllixi—¢l*>, 1<m<oo, (5)
i=1j=1

where m is any real number greater than 1, uy is the
degree of membership of x; in the cluster j, x; is the ith of
d-dimensional measured data, ¢; is the d-dimension cen-
ter of the cluster, and I%ll is any norm expressing the
similarity between any measured data and the center.
Fuzzy partitioning is carried out through an iterative
optimization of the objective function shown above, with

the update of membership u; and the cluster centers c¢; by

1
i = lxi—c; I\ 2/m=1" ©)
ZC i— 4
k=1 \llx;—cyll
N
>i—1 UjXi 4
G= "N m @)
Do Uj

This iteration will stop when maxjj{\ug‘+])—uij(k)\}<e,
where ¢ is a termination criterion between 0 and 1,
whereas k is the iteration steps. This procedure converges
to a local minimum or a saddle point of J,.

In our study, three clusters are set to indicate three
emotion intensity levels. Considering different film genres
has its own benchmark for emotion intensity levels,
clustering is performed for each film genre separately.
The outputs include center matrix, fuzzy partition matrix
and the values of the objective function during iterations.
Center matrix of final cluster centers indicates each
feature dimension’s coordinates. Fuzzy partition matrix
is composed of membership functions. By checking the
sample points close to each cluster center, we can identify
the corresponding intensity level to the cluster. We
enlarge or diminish the area for each cluster on data
space by setting thresholds for the partition degree
experimentally to achieve the best results.

6. Emotion type detection

Emotion types are further detected by performing CRFs
on valence features and detected emotion intensity levels
(as shown in Figure).

6.1. Valence feature extraction

Valence features are also extracted from both video
and audio streams.

6.1.1. Valence related visual features

We firstly describe visual valence features. Brightness
is dramatically exploited to evoke emotions. According to
[34], valence is strongly correlated to brightness.
In movies, the abundance of brightness is to highlight
the pleasant atmosphere. In Contrast, low valence emo-
tions, such as fear or sad, are romanced by dim scenes. We
simply use the brightness value in HSB (Hue, Saturation,
Brightness) model, which is also known as HSV (Hue,
Saturation, Value).

Lighting key measures the contrast between dark and
light. Besides brightness, light and shade are used together in
movie scenes to create affective effects. High-key lighting
with high brightness and small light/dark contrast is nor-
mally used for joyous scenes, whereas low-key lighting
represents heavy light/dark contrast to emphasize unpleased
feelings. The lighting key is calculated for each frame by the
mean and the deviation of brightness for each pixel [12].

Color energy is used to measure the color contrast.
Colorful scenes are used to evoke joyous feelings. Color
energy is calculated by the product of the raw energy and
color contrast [16].
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6.1.2. Valence related audio features

Pitch is successfully used as one of the valence features
in [11]. Pitch is significant for emotion detection, espe-
cially for the emotions in speech and music. According to
the findings in [37], average pitch in speech signals is
related to valence. We use the same method of [11] to
calculate pitch.

6.2. Conditional random fields (CRFs)

For emotion type detection, a statistical model of
sequential data should be applied to capture the context
information because of the following two reasons:

e Video/audio signal exhibits the consecutive changes in
values over a period of time, where variables may be
predicted from earlier values.

e The occurrence of a certain emotion depends not only
on the current status, but also on the recent emotional
history.

In our previous work, Hidden Markov Models (HMMs) were
used for emotion type detection [31]. For HMMs, generative
models, the parameters are typically trained to maximize a
joint probability of paired observation and label sequences.
HMMs need to enumerate all possible observation sequences,
which are represented as independent from the other ele-
ments in an observation sequence. However, for the task of
emotion type detection, observation sequences are best re-
presented in terms of multiple interacting features and long-
range dependencies between observation elements. There-
fore, conditional random field (CRF) is used in this paper to
support tractable inferences of emotion type. CRF model
defines a conditional probability p(y|x) specifying the prob-
abilities of possible label sequences y given a particular
observation sequence x, rather than a joint distribution over
both label and observation sequences defined by HMM. The
conditional nature of CRF results in the relaxation of the
independence assumptions required by HMMs and ensure
tractable inference. Therefore, the selected features can
represent attributes at different levels of granularity of the
same observations or aggregate properties of the observation
sequence. Moreover, CRF solves the label bias problem of
other conditional Markov models by applying a single expo-
nential model for the joint probability of entire sequence of

Label Sequence
y={y(1),...y(n)}

x1={x1(1),...,.x1(n)}
x2={x2(1),...,x2(n)}

x5={x5(1),...x5(n)}

labels given the observation sequence. The weights of differ-
ent features at different states can be traded off against
each other.

As shown in Fig. 2, the conditional probability of label
sequence y given observation sequences x is defined as

py

1 L
XA) = Zi exp (}Zl (Aij(y.x>) ®)

where A =/4,.../ is a set of parameters of CRF, ] is the
number of feature functions. And, Z(x) is a normalization
factor:

n
Fiy.X) = _ fi(Vi_1.Y1-X1,X2,X3,X4,Xs,1) 9)
i=1
n is the length of label and observation sequences. In our
study, the observation x has five observation sequences
X1,X2, ...,Xs which are Brightness, Lighting key, Color energy,
Pitch and Emotion intensity. In the training process, para-
meters are trained by Argmax(log(p(y|x1,X2,X3,X4,X5, A))).
L-BFGS quasi-Newton method is used for training [39]. After
training, the CRF can be used for emotion type detection.
Emotion type Y will be labeled if p(Y|X;,X2,X3,X4,X5, A) is
maximized.

7. Experiments

Experiments include two main parts: emotion inten-
sity detection and emotion type detection. We use
720 min videos from eight movies, including 6201 video
shots, to test the proposed approach. Experimental data
cover four movie genres (Action, Horror, Drama and
Comedy). Ten volunteers label experimental data manu-
ally. Since the duration of video shot is short, a video
segment which contains a number of video shots is used
as a unit for labeling. The volunteers are asked to watch
the movie and label video segments with both emotion
intensity level and emotion type. The duration of a video
segment is decided by each volunteer when labeling. One
video segment should have same emotion labels consis-
tently. The shots within one segment have a same
intensity label and a same emotion type label. Each movie
is labeled by at least three volunteer. The final labels (i.e.
intensity level and emotion type) for each shot are
assigned by majority voting. For each movie genre, video

Fig. 2. The proposed CRF model.
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of 180 min are collected from two movies of that genre. Sl e E z
The shot distribution of emotion types in different film sl E mome =| 3
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genres can be found in Table 1. For emotion type detec- ZIEle |88d&8 2|8
. . . [
tion, parameters of CRF need to be decided by supervised E g © —
learning. To make the training data of each emotion type Ol =l ==
almost even, 720 min of the training data are picked up
and composed from other 16 movies which are different
from the data mentioned above. Manually labeled emo- LnIS
. . . .. . 4 n < S
tion intensity level are used for training. The emotion v om®
intensity level outputted from fuzzy clustering is used as z | S8 & m

one dimension of the input for CRF testing.

7.1. Emotion intensity detection " R I I
, , o £ cgRe
Fig. 4 plots the experimental results for emotion inten- S Vo N
sity analysis. For display purpose, only two dimensions out ~
of eight are used to illustrate the feature distribution and g’;,
clustering results for 259 video shots from horror movies. 8 ¢ <+ O
From the upper-left plot, upper-right plot and lower-right £ T|eeew © o
plot, we can find that the high emotional level shots mostly g | 2ene
take place along with the high motion intensity and fast 2
shot changing, i.e. short shot-length. The plot of upper- g 8
right, lower-left, and lower-right shows that high emotional £ oo =
level shots take place along with the high energy. Upper- fj 9| < SN i:
left and lower-left plots show that the low emotional level g = | & T | < § g E 5
shots take place when the MFCC is low. By comparing with g | g = = =
manfully labeled data, we find that the content with high f § © E 5
intensity covers over 80% of the horror and action movie % et § = §
highlights. ElE |5 cyos E|E
= < 2} i3 T e m © 5 + Mmoo
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7.2. Emotion type detection §
3
Emotions have some persistence in time. A sudden g
change in the shot sequences can be considered as an error. s < =
A sliding window is exploited on the sequence of detected g S =
emotion type with window length of 4 and step-size of 1 to 3 % % % %
eliminate those sudden changes by majority-voting. The g o E 2 o=
numbers of correctly detected shots in each emotion type -l e o ° E ‘% E § v g Ei ‘% § §
are listed in Table 1. Accuracies in Tables 2-4 are further 23 g g s *2:“ 2gg 8 g 5 § geg
calculated from Table 1. g &

Note: F: Fear; A: Anger; H: Happiness; S: Sadness; N: Neutral.
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To justify the efficiency of the proposed hierarchical
method, we implement one-step method which is widely
used in affective content analysis for comparison on the
same data set. In the experiments of one-step method,
both arousal and valence features are mixed to generate
observation vectors as the inputs to HMMs. We also
implement HMM-based hierarchical approach to compare
with CRF-based hierarchical approach. Tables 2, 3 and 4
show the detection results by using one-step method,
HMM-based hierarchical approach and CRF-based hier-
archical approach.

From Table 2, we find that CRF-based hierarchical
approach outperforms one-step approach for all movie
genres used in experiments. Compared to one-step
method, the hierarchical method increases the accuracy
of 2.3% on average for Action and Horror movies. One
possible reason is that emotion intensity analysis reduces
the detection range for the dominant emotion types (fear,
anger, etc.) in action and horror movies. The accuracy for
emotion type detection in Action (83.8%) and Horror
(81.8%) movies are better than that in Drama (76.6%)
and Comedy (78.0%). It might be due to the less emotion
contrast in Drama and Comedy than that in Action and
Horror.

By using CRF-based hierarchical approach, the improve-
ment of accuracy for fear, anger and sadness are 4.85%, 7.96%
and 5% respectively. For some emotion categories, such as
happiness and Neutral, the detection accuracy by using
hierarchical approach is not significantly increased. It might
be because that happy crosses three emotion intensity levels
(as shown in Fig. 3). The Hierarchical method needs to
identify the samples of happiness from three different inten-
sity levels. Accumulated error from emotion intensity levels

Energy

Energy
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Medium). (For interpretation of the references to color in this figure caption,

detection might affect the accuracy of emotion type detec-
tion. Even though, the accuracy of happiness detection using
hierarchical method is still satisfactory. Meanwhile, the
wrong classification of happiness affects classification result
of Neutral more or less.

As a significant improvement to one-step approach,
hierarchical approach provides viewers flexibility to access
movie emotions by both emotion intensity and emotion
type. In order to prove the above claim, we further perform
a user study in the following section. Compared to our
previous work of HMM-based hierarchical method [31], it
is easy to find that CRF-based method outperforms HMM-
based method in most of the categories.

7.3. User evaluation

To further evaluate the performance of our approach,
user studies are carried out among 30 movie viewers.
Considering the age effects on evaluation, the viewers
cover a age gap from 22 to 60. There are two purposes of
user study. Firstly, we want to know whether viewers
prefer to have emotion intensity as an option for them to
select content of interests. Secondly, we want to investi-
gate users’ satisfaction on movie emotion query based on
our hierarchical emotion analysis. For the first purpose,
each viewer is firstly requested to watch a whole movie.
Then, detected movie segments with consistent emotion
label are shown to them according to their queries of
either a emotion intensity or a certain emotion type. After
watching, they are requested to answer a question:
‘compared to accessing video segments by selecting only
emotion types, do you think accessing movie segments by
emotion intensity can rich your watching experience?’.
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Table 2

Emotion type detection accuracy (%) I (eight movies, 720 min).

Horror (180 min)

Action (180 min)

Genre

The ring and face

Star wars and speed

Movie

Type

76.07
75.58
72.94

74.63 66.67 67.68

85.05
87.54
85.98

74.31

75.00
86.11

76.19

83.96
87.24
87.97

72.61

One-step

HMM

CRF

55.56 67.68

61.11

83.58
83.58

73.10

71.43

73.81

76.22

69.70

74.14

88.89

78.13

Comedy (180 min)

Drama (180 min)

Genre

Love actually and Mr. Bean’s holiday

Cold mountain and Billy Elliot

Movie

Type

=<

68.75 60.98 84.07 56.82 68.65
56.82

75.00
68.75

77.29
76.09

71.24 82.32 83.33
82.41
76.81

73.20
75.49

61.11

One-step

HMM
CRF

Xu et al. / Signal Processing 1 (i) nn-m 9

67.40
70.53

83.41

68.29
75.61

79.29
82.32

66.67

61.36

83.63

82.87

74.07

Note: F: Fear; A: Anger; H: Happiness; S: Sadness; N: Neutral.

Table 3
Emotion type detection accuracy (corresponding to emotion type) (eight
movies, 720 min).

F A H S N
One-step 71.88 72.70 77.31 70.71 74.08
HMM 76.36 78.08 72.42 73.26 73.04
CRF 76.73 80.66 76.11 75.71 73.61

Note: F: Fear; A: Anger; H: Happiness; S: Sadness; N: Neutral.

Table 4
Emotion type detection accuracy (corresponding to movie genre) (eight
movies, 720 min).

Action Horror Drama Comedy
One-step 80.18 74.02 75.06 67.85
HMM 78.82 73.99 75.53 70.18
CRF 80.59 74.66 78.31 71.98
Table 5
User evaluation of emotion detection.
Bad Poor Fair Good Excellent

Group1 0(0%) 5(16.7%) 11(36.7%) 13 (43.3%) 1(3%)
Group2 1(3%) 4(133%) 10(33.3%) 14 (46.7%) 1(3%)

From their answers, we find over 86% viewers (26 view-
ers) agree that emotion intensity provides them flexibility
to access movie segments, especially when they are not
sure of detailed emotion types. For the second purpose,
we adopt the double stimulus impairment scale (DSIS)
method [40] with some modifications to evaluate users’
satisfaction on the video segments response to their
request. Five scales from “bad” to “Excellent” are used
for users to vote for their satisfactory. For the second
purpose, two groups of user study are designed as: (1)
without pre-knowledge of movies; (2) with pre-knowl-
edge of movies. Table 5 shows the number of voting from
reviewers for each scale.

7.3.1. Group 1: without pre-knowledge of movies

In the first group, viewers are asked to select an
intensity level or emotion type at one time. According to
viewer’s selection, video shots are randomly selected from
viewer preferred category. Continuous video shots with
same emotion categories are played together. Viewers are
required to repeat the above process five times. Then,
viewers are required to vote their satisfaction by selecting
one from “Excellent”, “Good”, “Fair”, “Poor” or “Bad”. From
Table 5, we find that most of the voting (80%) concentrate on
“Fair” and “Good”. There are 3% viewers vote for “Excellent”.
This indicates that most of the users are satisfied with the
current emotion detection.

7.3.2. Group 2: with pre-knowledge of movies

In the second group, viewers are firstly asked to watch
a movie from beginning to the end. After that, they are
further required to repeat the experiments in Group 1 for
the movie they have watched. Same as Group 1, there are
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still 83% viewers vote for “Fair”, “Good”, or “Excellent”.
Compared to Group 1, 3.4% more viewers feel “Good” with
the detected emotional content. By comparing the voting
from the same viewer between two groups of experiments,
we find that 13 viewers changed their voting. Five of them
think that the emotion detection become less satisfied in
Group 2. The reason they told us is that the emotion
detection cannot provide their expected video shots. These
expected video shots are impressive to them while they are
watching the movies. Eight of them feel more satisfied in
Group 2 because they think some emotions are evoked in
movie context. Therefore, after watching the whole movie,
they can easily understand the detected emotional shots.

7.4. Discussion

User study indicates that most of the viewers prefer to
use emotion intensity as a query option to access movie
segments. Moreover, most of the viewers are satisfied with
emotion based queries which heavily depend on our emo-
tion detection. By comparing two group experiments, we
find that viewers understanding of emotions affected by the
context in movies. Comparing viewer feedback from two
groups, we find that movie context affects viewers’ under-
standing of movie emotions. Without movie context, view-
ers sometimes cannot efficiently understand emotions
evoked in movies.

8. Conclusions

A hierarchical structure of emotion category is proposed
in this study. Based on the hierarchical emotion definition,
emotion intensity and emotion type are detected in two
steps. Fuzzy c-mean clustering is well performed on arousal
features to find out three levels of emotion intensity. Over
80% of the movie highlights are detected by finding content
with high emotion intensity for horror and action movies.
Valence features together with emotion intensity are used for
CRF-based emotion type identification. Experimental results
show that the proposed hierarchical emotion detection
method not only outperforms one-step method but also
provides users flexibility to access movie segments by either
emotion intensity or emotion type. CRF outperforms HMM
for emotion type detection. User study is carried out among
30 viewers. Most of the viewers are satisfied with emotion
detection results. Pre-knowledge of the movie content helps
viewers to understand detected emotional content. Over 86%
viewers agree that the proposed emotion detection method
provides flexibility for user to access their interested movie
content. Currently, due to lacking public data, ground truth is
labeled manually, which is relative subjective. Internet videos
will be considered for experiments in future work, because
most of the Internet videos are published under certain
categories and with viewers’ comments. Social data is quite
significant for both ground truth labeling and affective
content detection. Affective content detection is meaningful
for emotion based human video interaction. Emotion-based
interaction provides a platform for user to access videos
according to the emotional factors. In future, the affective
content analysis will be extended to other applications,
especially for Internet video recommendation. On the other

hand, the interaction has the capability to allow video to
response to users’ emotion requirements. Human emotion or
preference on emotions should also be considered to achieve
an automatic interaction. Social data are also very important
to estimate users’ preference which will be investigated to
help video recommendation.
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