Abstract:

Principal curves are curves which pass through the 'middle' of a data cloud. They are sensitive to variances of data clouds. In this paper, we propose a robust principal curve model - Correntropy based Principal Curve (CPC) model, based on maximum correntropy criterion (MCC). CPC model approximate the principal curve with k-segments polygonal line. Employing the half-quadratic technique, CPC model are optimized in a iteratively way. CPC model are insensitive to variances and outliers of data clouds. Extensive experiments on synthetic and real-life datasets illustrate the robustness of CPC model in learning principal curves.
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1. Introduction

Principal curves (PCs) are one of nonlinear extension of principal component analysis (PCA). PCA is known as a linear technology to find the mainstreams of given data clouds. It plays the role of linear mapping in original data space [1, 2]. Kernel principal components analysis (KPCA) employ kernel trick [3] to deal with nonlinear problem, but KPCA share the same motivation with linear PCA. [4] studied the principle of the extension of linear regression to nonlinear regression and defined PCs as 'curves' passing through the centers of data clouds, instead of 'lines' in PCA. This definition extended the very intrinsic motivation of PCA technology. Based on this definition, many algorithms came forth to learn the best PCs for given data clouds. [4] employed EM algorithm to find the key points and interpolate them to smooth the connecting polygonal line. But the nonparametric methods and assumptions of smoothness and differentiability lead to a series of problems, such as bias, inefficiency, non-uniqueness, and no convergence [5]. Afterwards, researchers devoted themselves to seeking for resolutions to those problems [6–12]. After all, they share one drawbacks that the produced PCs are not located in the 'middle' of those data clouds with big variances. An outlier might make the PCs deviate from the middle of a data cloud.

Information theoretic learning (ITL) was initiated in the late 1990s. It has a theoretical foundation in machine learning. ITL uses information-theoretic descriptors to substitute the conventional statistical descriptors of variance and covariance [13]. In ITL, Maximum correntropy criterion (MCC) has the robust learning property [14, 15], and hence MCC is applied broadly in learning problems with outliers and with big variances [16, 17]. In [17], adopting MCC as the objective function for robust PCA, authors proposed HQ-PCA to improve face recognition accuracy.

Reminding that PCs are nonlinear extensions of PCA, we propose a correntropy-based principal curve (CPC) model which adopts MCC to measure the fitness of a curve passing through the center of a data cloud. A k-segments polygonal line [9,10] is taken to approximate the latent PC. Half-quadratic technique [18] is used to transform the optimization problem into an iterative optimizing problem. K-segments CPC learning algorithm is designed and carried out in synthetic data sets. To state the robust learning property of the proposed algorithm, we compare it with soft k-segments PC learning algorithm. The main contributions of this paper are as follows: (1) by introducing correntropy into PC definitions, CPC model is more robust in learning PCs for data clouds with large variances; (2) half-quadratic technology helps to accelerate the convergence rate in an iterative way. K-segments CPC algorithm also has several interesting perspectives. On the one hand, it utilizes half-quadratic technique to make the optimization problem more facile. On the other hand, outliers impact little on recovering
the generating curve which makes the proposed model much more robust.

The rest of this paper is organized as follows. First, PC definitions and MCC are introduced as related works in Section 2. In Section 3, we propose CPC model and k-segments approximation, and derive optimizing procedure via half-quadratic technique. K-segments CPC learning algorithm is also stated in Section 3. Experimental results illustrate the robust performance of the proposed algorithm in Section 4, prior to summary of this paper in Section 5.

2. Related Works

Recently, most researchers turned to the methodologies of PC applications, e.g. [12, 22, 23]. But applications would become facile with the developments of PCs learning algorithms. This section reviewed the developments of PCs first. Then MCC in ITL is introduced. Applications of MCC in PCA are described briefly in the end of this section.

2.1. Principal Curve Definitions and Learning Algorithms

PCA is originally defined as the orthogonal projection into a lower dimensional linear space, in which the projected data explain the original variance the most [1]. Equivalently, PCA is also defined as the linear projection which minimizes the average projection cost defined as reconstruction errors [2].

Given a data set \( X = (x_1, x_2, \ldots, x_n) \), where \( x_i \in \mathbb{R}^d \), PCA can be mathematically described as solving the following optimization problem:

\[
\min_{\mu, U} \sum_{i=1}^{n} \| x_i - U \mu \|^2 \quad (1)
\]

where \( U \in \mathbb{R}^{d \times m} (d < m) \) is a projection matrix which constitutes the bases of a m-dimensional subspace, \( \mu \) is the center of the data in the m-dimensional space, \( \lambda_i = U^T (x_i - \mu) \) is the principal component of the \( i \)-th point under the projection matrix, \( \| \cdot \| \) is the L2 norm. Specifically, \( d \) equals 1 for the first PCA, which means that a line \( \mu + U \lambda \) would minimize the objective function. The probabilistic formulation of PCA was proposed independently by [26] and [25].

Principal curves (PCs) are defined as smooth curves passing through the middle of a multidimensional data set [4]. They are nonlinear generalizations of the first principal component analysis. [4] were the pioneers in PCs learning. They analogically studied the motivations of PCA and linear regression. They found that nonlinear regression generalized linear regression and another parallel definition should be given to generalize the linear problem PCA. Subsequently, they proposed the earliest PC definition – HSPC [5]. HSPC substitutes a curve expression \( x = f(\lambda) + e \) for a line \( x = \mu + U \lambda + e \) in PCA definitions. MSE is taken as the cost function to be minimized. Mathematically, to find a curve \( f \) means to find the solution of the following problem:

\[
\min_f \sum_{i=1}^{n} \| x_i - f(\lambda_i) \|^2 \\
\text{s.t.} \quad \| f' \|_2 \equiv 1 \quad (2)
\]

where \( \lambda_i = f(x_i) \) and \( f' \|_2 \equiv 1 \) require a smooth curve as the optimal solution. HSPC employs the EM algorithm to learn PCs and initializes it with PCA. In E-step, conditional expectations are calculated to find the centers for those points that project into a small area of \( \lambda_i \). Scatterplot smoother is used to find a curve along those centers. In M-step, all the points are projected onto the new curve and \( \lambda_i \) are updated. E-step and M-step take place by turn until stopping criterions are met. HSPC open a new window for nonlinear extension of linear PCA, although the original definition bring forth lots of problems which attract researcher to seek for resolutions, such as [8]. [10] proposed soft k-segments algorithm which divided PC into k-segments polygonal line. Each segment is learned by PCA in a defined Voronoi region. Polygonal line tends to be nonsmooth due to segments connection, which goes against the smoothness of PC definitions.

2.2. HQ-PCA

Recently, the concept of correntropy [15] was proposed for ITL. Correntropy is defined as a generalized similarity measure between two random variables A and B [14]:

\[
V_{\sigma}(A, B) = E(k_{\sigma}(A - B)) \quad (3)
\]

where \( k_{\sigma}(\cdot) \) is the kernel function which is Gaussian function in this paper, and \( E(\cdot) \) denotes the mathematical expectation. When observations of \( (A, B) \) are obtained, \( \{(a_1, b_1), (a_2, b_2), \ldots, (a_n, b_n)\} \), correntropy can be estimated by:

\[
\hat{V}_{\sigma}(A, B) = \frac{1}{n} \sum_{i=1}^{n} k_{\sigma}(a_i - b_i). \quad (4)
\]

The maximum of error correntropy in Eq. (4) is called maximum correntropy criterion (MCC). MCC is equivalent to robust least square criterion [13], but MCC has a clear theoretical foundation. Different from MSE, MCC employs kernel techniques to perform a nonlinear projection from the input space.
to a higher dimensional space. MCC emphasizes the difference between A and B along the line \( A = B \) and exponentially attenuates contributions away from the line. This characteristic overcomes the shortcomings of MSE that values away from the \( A = B \) line produces the quadratic increase of error due to the second moment. It makes the correntropy more robust than MSE, especially for distributions with outliers and nonzero-mean.

MCC became very popular in machine learning since its proposal [16, 17]. Based on MCC, [17] proposed robust PCA which he named HQ-PCA with the use of half-quadratic technique in the optimization problem. HQ-PCA did not assume the Gaussian noise distribution and could learn PCA for non-Gaussian signal with outliers. The optimization problem of HQ-PCA is described mathematically as

\[
\max_{\mu, U} \frac{1}{n} \sum_{i=1}^{n} g(x_i - \mu - U\lambda_i)
\]

where \( g(\cdot) \) was the Gaussian kernel function. Half-quadratic technique made the algorithm as a form of weighted PCA. Hence the algorithm can be solved iteratively and convergence rate is accelerated. What is more, the local property of MCC makes HQ-PCA more robust for outliers in the training data sets than MSE objective function.

### 3. K-Segments CPC Algorithm

Considering correntropy can efficiently cope with outliers and noise, we introduce correntropy criterion into PC learning. Employing the half-quadratic technique, the optimization problem is translated into iterative optimizing procedure – k-segments CPC algorithm. In this section, we follow the notations in Section 2.

#### 3.1. K-Segments Correntropy-based Principal Curve

Reminding the PC motivation, it would be ideal that a curve can thread through all the points when any noise is absent. However, a variety of noise is always present in observing data. Therefore the second best thing is to get a curve passing through the center of the data cloud. To generalizing the HQ-PCA definition, we take MCC instead of MSE criterion in PCs model. Then, PC optimization problem is reformulated as CPC model:

\[
\max_{v} \frac{1}{n} \sum_{i=1}^{n} g(x_i - f(v_i))
\]

where \( g(\cdot) = \exp(-\frac{\|\cdot\|^2}{2\sigma^2}) \). Eq. (6) is defined as a generalized problem of HQ-PCA. When \( f \) is a linear function \( f(v_i) = \mu + U\lambda_i \), the problem degenerates into HQ-PCA. Otherwise, the problem is a PC learning problem.

Remembering the soft k-segments PC learning algorithm [9, 10], we approximate a PC with a polygonal line consisting of k segments. We divide the data space into k Voronoi Regions (VRs) and find the shortest segment of the optimal line \( v_i \) in each VR \( V_i \). For the line \( v_i \) in the \( i \)-th VR, the orthogonal distance of point \( x \) to the line can be denoted by \( x - \lambda v_i \), where \( \lambda \) is the projection coordinate under the linear projection \( v_i^T x \). Then CPC model (6) can be simplified into

\[
\max_{v_i} J(v_i) = \max_{v_i} \sum_{i=1}^{k} \sum_{x \in V_i} g(x_i - \lambda v_i)
\]

where \( v = (v_1, v_2, \ldots, v_k) \) is segment matrices in VRs and the scaling factor \( \frac{1}{n} \) is neglected.

We claim that the optimal curve of Eq. (15) would be a local solution. Firstly, CPC model works independently with each pair of a sample and its estimated point. Secondly, the model emphasizes the errors produced near the line \( A = B \) and exponentially shrink the errors away the line. Lastly, k-segments polygonal line is used to approximate the curve. Each segment would have the optimal orientation in the current VR.

To address Eq. (15), we employ the half-quadratic technique which is often used to solve nonlinear optimization problems in ITL [19–21]. Based on the convex conjugate function [18], one can easily derive the following proposition.

**Proposition 1** There exists a convex conjugate function \( \varphi \) of \( g(y) \) such that

\[
g(y) = \max_p (p \frac{\| y \|^2}{\sigma^2} - \varphi(p))
\]

And for a fixed \( y \), the maximum is reached at \( p = -g(y) \).

Substituting Eq. (9) into Eq. (15), we get an augmented objective function in an increased dimensional parameter space:

\[
\max_{v, p} \tilde{J}(v, p) = \max_{v, p} \sum_{i=1}^{k} \sum_{x \in V_i} (p \frac{\| x - \lambda v_i \|^2}{\sigma^2} - \varphi(p))
\]
where
\[ p = -g(\| x - \lambda v_i \|) \]
\[ \lambda = v_i^T x \]
\[ \sigma_i^2 = \frac{1}{s_i} \sum_{x \in V_i} \| x - \lambda v_i \|^2 \]

\( p \) and \( \lambda \) are accompanying with \( x \), and \( s_i \) is the number of points in the \( i \)-th VR. According to Proposition 1, for a fixed \( v \), the following equation holds:
\[ J(v) = \max_p \tilde{J}(v, p) \]

(11)

It follows that
\[ \max J(v) = \max \tilde{J}(v, p) \]

(12)
i.e. maximizing \( J(v) \) is identical to maximizing its augmented function \( \tilde{J}(v, p) \). For the optimal solution \( p = -g(y) \), \( J(v) \) and \( \tilde{J}(v, p) \) achieve the same maximum point at the same optimal solution \( v \).

Recalling the optimal solution of \( \tilde{J}(v, p) \) given \( v \), we can easily calculate a maximizer \( (v, p) \) in an alternative maximizing way:
\[ p^{(t+1)} = -g(x - \lambda v_i^{(t)}) \]
\[ v_i^{(t+1)} = \arg \max_{v_i} \sum_{i=1}^k \frac{\sum_{x \in V_i} \| x - \lambda v_i \|^2 p^{(t+1)}}{(\sigma_i^{(t)})^2} \]

(13)

(14)

Here we neglect the item of \( \varphi(p) \) due to its consistency for different \( v \) for given \( p \). The maximizing items in Eq. (14) are quadratic programming problems (QPs) with no constraints. The optimization can be achieved via setting differential formulae with \( v_i \) to zeros, and we get an explicit solution to the above QP:
\[ v_i = \sum_{x \in V_i} \frac{\lambda}{\sum_{x \in V_i} \lambda^2 \hat{x}} \]

(15)

3.2. k-Segments CPC Algorithm

K-segments CPC algorithm summarizes the optimizing procedure of Eq. (7). In Step 6, the kernel size (bandwidth) is computed as in Eq. (10). In Step 8, the length of the line should suit the range of the current VR. Furthermore, additional algorithm is needed to connect the outcome segments to form a polygonal line. For comparison reason, we adopt travel salesman optimization as in paper [9, 10]. All the segments are connected with the shortest length to be a polygonal line.

Algorithm 1 k-Segments CPC Algorithm

Input:
\[ X: \text{data matrix} \]
\[ k: \text{number of segments} \]
\[ \varepsilon: \text{a small positive value of threshold for increased entropy} \]

Output:
\[ v = (v_1, v_2, \cdots, v_k): \text{segments inserted finally} \]
\[ \lambda: \text{projected coordinates in the principal curve} \]

1: Find the first PC of all the data
2: while change of correntropy is bigger than \( \varepsilon \), or segments number is smaller than \( k \) do
3: \hspace{1em} Find the points that can increase the correntropy most to insert a segment;
4: \hspace{1em} Redivide the VRs according to the orthogonal distance of the points to \( k \) segments;
5: \hspace{1em} Find the first PC in each VR;
6: \hspace{1em} Compute \( p = -g(x - \lambda v_i) \) in each VR;
7: \hspace{1em} Replace \( x \) with \( \hat{x} = x \sqrt{\frac{\lambda}{\sigma^2}} \) and \( \lambda \) with \( \hat{\lambda} = \sqrt{\frac{\lambda}{\sigma^2}} \);
8: \hspace{1em} Get the optimal line direction via Eq. (15);
9: \hspace{1em} end while

Comparing to soft k-segments algorithm in paper [9, 10], k-segments CPC algorithm removes the estimation bias although it still has a model bias. The original soft k-segments algorithm estimated the PDF of the latent variable \( x \). Although k-segments CPC algorithm has a model bias just the same as original soft k-segments algorithm, it does not require the distribution of the data set. Furthermore, k-segments CPC algorithm has the advantage of robustness to outliers and noise with big variances. The original k-segments algorithm cannot produce a proper polygonal line when outliers are present while k-segments CPC algorithm can. Experimental results in the following section will illustrate the advantage.

4. Experiment Results with Synthetic Data Sets

To verify the performance of k-segments CPC algorithm, we carry out groups of numerical experiments on synthetic data and real world data. Synthetic data with big variance and with outliers are drawn similar to [10]. Real world data are downloaded from GAPMINDER (http://www.gapminder.org/) which are the world statistical website.

4.1. Data Sets with Normal Noise and with Outliers

Figure 1 shows the better performance of k-segments CPC algorithm than soft k-segments algorithm. We present the results with the biggest variances that can mainly keep the shapes.
of generating curves. When variances are bigger, the basic shapes of generating curves are lost. The biggest noise variations which can mainly keep the shapes of generating curves are called the preserving noise variances (PNVs for short). For example, in Figure 1, the curve with one cross point (the first row) can still preserve its basic shape with noise variance 0.06, while the spiral curve (the third row) preserves its shape with noise variance no more than 0.04. From Figure 1, one can see that k-segments CPC algorithm can recover the structure of datasets, especially for subfigure (a) which the structure is distorted by soft k-segments algorithm.

We also take experiments on datasets with outliers and experimental results are shown in Figure 1. We plug in outliers with number of 2 percent of number of samples. We add normal noise with small variance ($\sigma = 0.01$) to generating curve, and mix in outliers to produce the final data sets. The other parameters are set to the same as that no outliers are present. Soft k-segment algorithm tends to fit those outliers which deviate away greatly from the generating curve. Therefore, it fails to approximate the generating curves properly. However, k-segments CPC algorithm refrains from misleading by virtue of kernel function. Outliers affect little for the proposed algorithm to retrieve the generating curve from the given data sets. The approximating performance changes less for k-segments CPC algorithm than soft k-segments. Experimental results with outliers enforce the statements that k-segments CPC algorithms promises a robust PC learning.

### 4.2. Real world Datasets

Figure 2. Principal curves constructed on quality of life index by soft k-segments (in black) and k-segments CPC (in red).

Real-life datasets are with big variances in common. Gapminder website collects the most important data that shows the world’s most important trends. We study the relationship of GDP with life expectancy and new tuberculosis. From the distribution of data points in 2, we could see that GDP is monotone with each indicator. k-segments CPC algorithm can profile the main trends while soft k-segments algorithm produce a circuit, which is unreasonable.

### 5. Conclusions

Information theoretic learning becomes popular in machine learning and pattern recognition. It considers the higher statistical moments of the datasets. Thus ITL provides more information of datasets for data processing. Employing correntropy, this paper propose a robust principal curve learning algorithm - k-segments CPC algorithm. The algorithm can retrieve the latent structure of datasets, even with big variances or outliers.
Experiments on synthetic datasets and real-life datasets illustrate the robustness of k-segments CPC algorithm. What is more, the polygonal lines should be smoothed further which is our future work.
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