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Abstract: Crowd density estimation in wide 
areas is a challenging problem for visual sur-
veillance. Because of the high risk of degen-
eration, the safety of public events involving 
large crowds has always been a major concern. 
In this paper, we propose a video-based crowd 
density analysis and prediction system for 
wide-area surveillance applications. In mo-
nocular image sequences, the Accumulated 
Mosaic Image Difference (AMID) method is 
applied to extract crowd areas having irregular 
motion. The specific number of persons and 
velocity of a crowd can be adequately esti-
mated by our system from the density of 
crowded areas. Using a multi-camera network, 
we can obtain predictions of a crowd’s density 
several minutes in advance. The system has 
been used in real applications, and numerous 
experiments conducted in real scenes (station, 
park, plaza) demonstrate the effectiveness and 
robustness of the proposed method. 

Key words: crowd density estimation; predic-
tion system; AMID; visual surveillance 

I. INTRODUCTION 

Video analysis techniques are becoming in-
creasingly popular in the visual surveillance of 
public areas because of their great efficiency 
in gathering information and low cost in hu-
man resource. A central topic is the automatic 
analysis and detection of abnormal events. 
One particular abnormal event is crowding 
which may occur wherever a large number of 

people gather together at public assemblies, 
sport competitions, or demonstrations (e.g., stri-
kes, protests), etc. Because of the high level of 
risk, crowding has always been of high con-
cern to relevant authorities. In recent years, a 
number of security agencies specialized in 
crowd management have emerged, and the 
visual surveillance research has studied the 
automated monitoring crowd movements [1]. 

Foreground based methods: in Refs. [2-3], 
the foreground is extracted firstly by back-
ground removal using a reference image, then 
crowd density is computed as a function of the 
number of foreground pixels; the function 
itself is obtained by curve fitting. However, 
these methods may fail when the background 
changes gradually over time. In Ref. [4], Op-
tical Flow and Background Model (OFBM), 
which is based on LK optical flow and GEM 
methods, is computed for the whole image and 
used for crowd density estimation. This ap-
proach overcomes the shortages of optical 
flow and background subtract, such as sensi-
tiveness of light changing and producing ac-
cumulate errors. However, the modeling is 
time-consuming. In Ref. [5], the foreground of 
moving crowds is detected by a Bayes deci-
sion rule for classification between back-
ground and foreground. The number of people 
in a crowd is computed as a linear function of 
foreground pixels. In Ref. [6], a Markov Ran-
dom Fields (MRF) based approach is used to 
model changes in pixel value, and the optimal 
foreground is obtained by minimizing a MRF- 
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 based objective function. This method gives 
good results in subway scenes, but the mini-
mization is very difficult and time-consuming. 

Feature based methods: Haar feature based 
head detection [7] and integral channel fea-
tures [8] based head detection [9] are adopted 
to detect human heads in crowds. The total 
number of people in a crowd is estimated by 
analyzing the sizes and positions of detected 
heads, but the method may fail if the observed 
area is so crowded that few heads can be de-
tected. In Ref. [10], texture feature vectors are 
extracted from input images and a Support 
Vector Machine (SVM) is used to solve the 
regression problem of calculating crowd den-
sity. This method is inconvenient for real ap-
plications. In the training stage, the ground 
truth of crowd densities is highly related to 
specific scenes and needs to be estimated by 
human experts. Recently, many new appro-
aches for crowd segmentation and density esti-
mation have been proposed. In Refs. [11-16], 
individuals in moving crowds are detected by 
tracking and clustering local features. These 
methods are good ways to estimate both the 
number and the location of the individuals in 
moving crowds. 

Group based methods: in Ref. [17], the 
authors propose a group-based method to ac-
curately estimate the number of people in 

 

 
 

Fig.1 The plaza with two nearby roads 

moving groups and track each group reliably. 
This method deals with the entire area occu-
pied by a group as a whole, rather than trying 
to detect individuals separately. In Ref. [18], 
the authors propose a framework in which 
Lagrangian particle dynamics is used to seg-
ment high density crowd flows and detect flow 
instabilities. In this method, moving crowds 
are treated as periodic dynamical systems man-
ifested by a time dependent flow field. Ref. 
[19] uses Size of extracted crowd region as 
density measurement. Some papers [20-21] 
pay attention to the crowd behavior modeling 
for abnormal event detection, so far in con-
strained environments. 

Most of these approaches mentioned focus 
on single region crowd analysis, which can be 
divided into crowd information extraction and 
crowd density modeling. Texture based meth-
ods are often used to extract the crowd infor-
mation, which include speed, direction and 
location of a crowd in a video sequence and so 
on. These methods cannot work for high den-
sity crowds. First, individual detection is nea-
rly impossible due to heavy occlusions or poor 
view angles. Another problem is that the gath-
ering people may stay motionless for quite a 
while, thus foreground detection by back-
ground modeling or feature point tracking is 
very difficult. The previous work of crowd 
density estimation of our group is the Accu-
mulated Mosaic Image Difference (AMID) 
feature [16], which is suitable for some real 
scenes, but recently, the real application of 
crowd monitoring always asks for collabora-
tive work of multiple cameras in wide areas, 
which is also a challenge for most of surveil-
lance systems. 

In this paper, we propose a crowd analysis 
system which can be explored in public areas 
such as bus stations, subways and plazas. The 
degree of crowding is estimated in monocular 
image sequences. And future crowd densities 
and velocities are predicted using the informa-
tion obtained from a number of cameras. Fig-
ure 1 shows a plaza with an entry from two 
roads and an exit to a park. Predicting the 
crowd density in the plaza can help decision- 

 

 

A novel method is pro-
posed to estimate the 
crowd density through 
AMID feature. Based 
on the method, a pred-
iction algorithm is des-
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 makers present overcrowding. 
This paper has three contributions. First, 

the AMID feature [16] is used to estimate the 
number of people transformation in crowds, 
which can be used for estimating crowd densi-
ties and velocities. Secondly, with the infor-
mation from multi-cameras, we propose a novel 
prediction method for wide-area crowd anal-
ysis through. Lastly, we develop a wide-area 
crowd surveillance system and the practical 
applications show the effectiveness of this 
system. The remainder of the paper is org-
anized as follows. In Section II, we describe 
the system framework and every component, 
including the AMID based crowd information 
extraction algorithm, crowd-number of people 
transformation, speed and direction computa-
tion and prediction. Experimental results and 
analysis are presented in Section III. Finally, 
we draw a conclusion in Section IV. 

II. SYSTEM FRAMEWORK FOR 
WIDE-AREA SURVEILLANCE 

In this section, we give the details of the hu-
man crowd analysis and prediction system. As 
Figure 2 shows, this system includes crowd 
density analysis in images taken by a single 
camera and crowd density prediction in im-
ages taken by multi-cameras. When the crowd 
density is obtained from images taken by 
many cameras, we can predict crowd levels at 
specific places a few minutes into the future. 
Next the details of the system will be given. 

2.1 AMID based crowd density 
estimation 

As we know, high-density crowds often con-
tains subtle meaningless motions, and these 
tiny motions happen in the whole time in 
crowds, like people’s turning around and rais-
ing heads. We can refer to such crowds as sta-
ble crowds and to the tiny motions happening 
in stable crowds as intra-crowd motions. The 
previous work of our group [16] develops 
AMID feature to describe these intra-crowd 
motions and estimate the crowd density. Local 
individual perturbations and movements are 

 

 
 

Fig.2 System framework for wide-area surveillance 
 
the main reasons causing intra-crowd. It is 
indeed nearly impossible for all people who 
are waiting in a local crowded area keep ab-
solute still all the time, so intra-crowd motions 
happen almost everywhere in crowded areas 
and their distribution areas reveal the size of 
crowded areas. AMID feature uses this inces-
sant characteristic of high crowd to achieve 
the estimation. 

In AMID, the directions of intra-crowd mo-
tions will not be taken into consideration be-
cause of random directions in intra-crowd mo-
tions. It only measures their locations and 
temporal characteristics in local areas. The 
locations of intra-crowd motions can be ob-
tained by local image change detection. The 
AMID feature comes from Mosaic Image 
Difference (MID), which is gained by dividing 
the image into local areas. The MID series are: 

 { }midMID ( , ) |k m n t N k t− < ≤  (1) 

11, if    ( , ) ( , )
MID ( , )

0,otherwise
t t t

t
M m n M m n T

m n − ∞⎧ ⎫− >⎪ ⎪= ⎨ ⎬
⎪ ⎪⎩ ⎭

  (2) 

where t is the current frame number; (m, n) is 
the middle location of the corresponding Mo-
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 saic Block (MB) (m, n); Nmid is the width of 
the observing time window and t means this 
series is updated at every new frame. In Eq. 
(2), || ||∞⋅ denotes the maximum absolute com-
ponent of a vector; Tt is an adaptive threshold; 
and ( , )tM m n  is a representation value of 
each local area. 

 2
( , ) ( , )

1( , ) ( , )
∈

= ∑t t
i j MB m nM

M m n i j
L

I  (3) 

Here, ( , )t i jI  is the RGB vector of pixel (i, j) 
at frame #t. ML is the size of the MB. 

The AMID series is obtained by evenly di-
viding the observing time window into a 
number of sub time windows and accumulat-
ing the MID features of MB (m, n) in each sub 
time window separately. The value of the l-th 
element in AMID series of MB (m, n) at frame 
#t is given by: 

 
( )

AMID ( , , ) MID ( , )
l

l k
k W t

m n t m n
∈

= ∑  (4) 

where l = 1….Nsw. Nsw is the number of sub 
observing time windows and ( )lW t  denotes 
the l-th sub observing time window at frame 
#t: 

mid mid( ) | ( 1) 1l
sw sw

N N
W t k t l k t l

N N
′ ′⎧ ⎫

′ ′= + − + +⎨ ⎬
⎩ ⎭

≤ ≤   (5) 

where [ ]mid mid sw swN N N N′ =  is the valid 
length of observing time window after divi-
sion, midt t N′ ′= − . The AMID series is up-
dated at every frame and provides a good de-
scription of the local intra-crowd motions, 
because it depicts the change of a local area in 
each time piece of the observing time window. 

The indicator function that whether MB 
(m, n) should be labeled as a foreground area 
(crowded area) or a background area at frame 
#t is determined below: 

0if ( , , ) ,

1, ( , , ) ,( , )
and ( , , )

0, otherwise

⎧ − <
⎪
⎪⎪ >= ⎨
⎪ >
⎪
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where th
mtS , th

mvS  and th
nsS  are three important 

 

 
 
Fig.3 Illustration of the gridding method (red blocks: 
crowded areas detected by temporal statistical ana-
lysis of local intra-crowd motions, blue shading 
grids: the foreground area obtained) 
 
statistics of local intro-crowd motions which 
can be defined: 1) Smt(m, n, t) — the mean time 
when motions happened; 2) Svt(m, n, t) — the 
variance of time when motions happened; 3) 
Sns(m, n, t) — the number of sub observing 
time windows in which motions happened. 
The indicator function Ut(m, n) describes the 
temporal scattering degree of local intra- 
crowd motions according to the given assump-
tion of uniform distribution. When Ut(m, n) = 1, 
it means the local motions scatter extensively 
enough that they are most likely caused by 
stable crowds. 

Thus, the entire crowded area can be easily 
obtained by the gridding method. The fore-
ground area at frame #t can be denoted as: 
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where (i, j) denotes a pixel’s position. 
Figure 3 illustrates the principle of the Grid-

ding method. From Eq. (4), we can see that the 
computing time of extracting AMID feature 
for estimation is just linearly on the size of 
interested areas and the computational comp-
lexity is 
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 2.2 Crowd density to number of 
people transformation 

In order to predict crowd densities, the trans-
formation from crowd density to number of 
people should be known and vice versa. 
Crowd density is a value between 0 and 1, 
which cannot be used for the prediction di-
rectly. Here the linear fitting method is used to 
give the estimation of the number of people. 
Based on some testing measurements in ad-
vance, we can know p groups mapping rela-
tion between crowd density and the number of 
people: 1...{( , )}i i i pd n = , where dj is the crowd 

density of i-th group; ni is the number of peo-
ple. With the crowd density di, the relationship 
can be decided by prior measurement. If one 
new region with the crowd d belongs to the s 
group [ ]1, ], (0 ) ,≤ ≤+s sd d s p then the num-
ber of people is  

 1

1
( ) ( )s s

s s
s s

n n
n d d d n

d d
+

+

−
= − +

−
 (9) 

and vice versa. If we get the number of people, 
then the crowd density can also be estimated: 

 1

1
( ) ( )r r

r r
r r

d d
d n n n d

n n
+

+

−
= − +

−
 (10) 

where r is the r-th region [ ]1,r rn n + , and d(n) 
is the crowd density to be decided. 

2.3 Crowd velocity estimation based 
on optical flow 

The velocity of the crowds is also required for 
the prediction. Here we get the direction and 
speed based on optical flow [22]. We can get 
the optical flow as ( )uOF k and ( ),vOF k where 
u and v stands for the horizontal and vertical 
components, and k is the frame. Then the 
Speed ( )OF kρ  and direction ( )OF kθ  of the 
optical flow are obtained by:  

 2 2( ) ( ) ( )u vOF k OF k OF kρ = +  (11) 

To obtain ( ),θOF k  we sample it with M 
bins histogram (M is 4 or 8). The maxM  is 
chosen from the histogram and we get the 

center of crowd flow max(2 1)
c

M
M

π
θ

−
= . The 

pixels in offset offset[ , ]c cθ θ θ θ− +  are used to 

get the speed and direction of crowd flow 
( ), ( )p pk kθ ρ  with the average of k frame. 

 

arctan , 0, 0

( ) arctan , 0

arctan 2 , 0, 0

u u v
v
uOF k u
v
u u v
v

θ π

π

⎧ > >⎪
⎪
⎪= + <⎨
⎪
⎪

+ > <⎪⎩

 (12) 

2.4 Crowd density prediction based 
on directed structural diagram 

It is useful to estimate the crowd density at a 
govern location in few minutes in the future. 
One directed structural diagram is designed 
according to the distance and direction of a 
crowd. As Figure 4 shows, region A is the 
major node (for example, plaza), which is 
surveyed by cameras C0, B, D, E, and F are 
sub nodes under the surveillance of cameras 
C1, C2, C3 and C4. S1, S2, S3 and S4 are the 
distance away from place A respectively. The 
predicted number of people in region A is AW ′ , 
which can be computed with the present 
number of people AW . Input people BW , 

DW , EW  from B, D, E and output people 

FW . These inputs and outputs can be com-
puted by the method purposed in Section 2.2. 

 A A B D E FW W W W W W′ = + + + −  (13) 

where AW  is known. Here we just give the 
computation step for BW  as follows: 

1) Computing the time to main node (A) for 
every unit ( 1)iT i+ − Δ ( 1,2,3,4......30)i = ; 

2) Computing the sum of people Ni in Ω  
units time interval (Ω > Δ , Ω =IΔ , I is inte-
ger); 

3) Computing the max time maxiT where 
the people from sub node to main node (such 
 

 
 
Fig.4 Directed structural diagram for prediction 
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Fig.5 Map of the ceremony and system interfaces (a) map of the ceremony; (b) anal-
yzing curves; (c) analyzing interface; (d) alarming interface 
 

as region B to A); 
4) If 0 max ,iT T< then 

0

,B i
T

W N= ∑  0iT T< ; 

5) Else 
0

0 0 max( )B i i
T

W N N T T= + × −∑ ; 

where W is the number of people in region B 
at present time; L is the length of region B. V 
is the average speed; Δ is unit (the frame rate 
of camera). Output number in basic time 

interval is i iN Lρ= , where W
L

ρ =  is the 

crowd of unit; iL V= ×Δ  is the distance of 
basic time interval. t0 is the start time; T0 is the 
during time. 

III. EXPERIMENTAL RESULTS 

The system has been used in a large ceremony. 
Figure 5 (a) is a map of the ceremony. Six 
regions labeled A, B, C, D, E, F (including bus 
station, entrance 1, entrance 2, …) are ana-
lyzed. The predicted results of crowd density 
and the number of people in plaza are shown 
in Figure 5 (b)1. The top half shows the pre-
dicted number of people and the lower half 
shows the real-time curves of crowd density. 
The total deviation of the predicted number of 
people does not exceed 10% of the actual val-

ue in the final statistics according to the gro-
und truth from the sale of tickets. Next we will 
give more results about the crowd density ana-
lysis algorithm. 

Our algorithm is implemented on a PC with 
a P4 3.0 GHz CPU and 512 MB memory in 
C++ programming language. With real-time 
processing of a 320× 240 video, the CPU us-
age is less than 50%. In our real application 
system, one PC can analyze four cameras. To 
test the adaptability of our proposed method in 
different real scenes, the experiments are 
conducted in a bus station scene, a subway 
station scene and a plaza respectively. 

3.1 Crowd density and number of 
people estimation 

In this part, the experiments of crowd density 
estimation and number of people are given in 
“bus station” video and “subway station” video. 

In Figure 6, the curve of number of people 
vs. time for the “subway station” video is given 
as well as some example frames. The blue line 
is the ground truth which is given manually. 
The red line is the analyzing results. The green 
number in the left-up corner of the frame is 
the estimated number of persons. In the be-
ginning, there are few persons in this scene 
(about 8 at Frame#202); later, more and more 
persons come into the scene (about 43 at 
Frame#1402); then the number of persons 
decreases with the time. From the figure, we 
can see that the analyzing results consist well 
with the ground truth in most time. The esti-
mated accurate rate is over 90%. 

3.2 Crowd velocity estimation based 
on optical flow 

In this set of experiments, we focus on the 
accuracy of the crowd velocity estimated by 
our purposed method. Here we apply our 
method on three video sequences shown in 
Figure 7. To get the real data, we select several 
distinctive people as our targets and figure out 
their bounding box by hand.  

We calculate the mean values of their real 
velocities as the real velocities, which is used 
to be compared with our estimated velocities. 

 2 2
real

1

1 ( )
n

c i i i
i

v f y x y
nδ =

= Δ + Δ∑  (14) 

 

1 The figure is a sketch 
map to show how the sys-
tem works, however, the 
details of the system is 
restricted and we will give 
the crowd density estima-
tion results. 
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Fig.6 The curve of number of person vs. time for the “subway station” video and some selected frames 
 

 real
1 arctan i

i

y
n x

θ
δ

Δ
=

Δ
 (15) 

where i is the frame index we extract for 
bounding boxes; ixΔ  and iyΔ  are distances 
of the targets moving on the images. ( )c if y  
is a weight set to indicate the practical length 
per pixel and is calculated through ( )cf y =  

2(( ) /( ))r v vy y y y− −  [16]. δ  is the parame-
ter of down sampling, and here we set it to 25. 
|| ||⋅  is used to get the directions ranging be-
tween 0 and 360. 

The comparisons are listed in Table I. From 
Table I, we can figure out that the estimation 
from our purposed method is very near to the 
real data. 

3.3 Comparisons and discussion 

In this section, we will give the comparison of 
our method with some present methods. As we 
have mentioned, the crowd information ex-
traction is an important step in crowd density 
estimation. Here we compare our AMID met-
hod with the GMM method [23]. GMM is a 
well-known background modeling method, 
which can work in clutter background in real 
time for motion detection and can handle sway-
ing trees, ocean waves, etc., while GMM can-
not be used for high crowd density estimation. 
Figure 8 gives some comparison results be-
tween GMM and AMID method for crowd inf-
ormation extraction. Figure 8 (a) is the original 

 

 
 

Fig.7 Video sequences and the bounding boxes used for real data by hand 
 
Table I The comparisons between estimation and 
handed-data 

 θest θreal vest vreal 

Video1 64.2 71.3 0.271 0.301 

Video2 322.4 314.7 1.022 1.089 

Video3 267.5 265.2 0.163 0.221 
 

image; Figure 8 (b) is the results based on 
GMM and Figure 8 (c) is the results based on 
AMID. From the figure, we can see that GMM 
cannot extract most of the crowd information 
because of the high density, which causes the 
slow motion. Our AMID method can extract 
the crowd information effectively. 

In Table I, we also give the number of per-
son result comparison between GMM based, 
AMID based without Perspective Distortion 
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Fig.8 Crowd information extraction comparison between GMM and AMID method. 
(a) original image (b) motion extracted based on GMM [20] (c) motion extracted 
based on AMID 
 
Table II Results comparison between GMM based, AMID without PDC and AMID 
with PDC for number of person 

 GMM based method [15] AMID without PDC AMID with PDC

“bus station” Failed2 60% 87% 

“subway station” 80% 87% 91% 

“plaza” failed 75% 88% 
 

Correctness (PDC) and AMID based with PDC 
on three videos. The ground truth is given 
manually. The GMM background modeling 
method is used in method [15] for crowd in-
formation extraction. From the Table II, we 
can see that traditional method as Ref. [15] 
cannot work in “bus station” and “plaza” vid-
eo, which are occupied with slow motion and 
high density. As for “subway station” video, 
which is easier for motion extraction, the 
GMM based method can get an accuracy of 
80%. Our AMID based method can work in 
three scenes, which is better than GMM based 
method in “subway station” video. It should 
be noticed that PDC is useful for the number 
of person estimation especially for “bus sta-
tion” and “plaza” videos. “Bus station” video 
seems flat and low and “plaza” video has good 
depth of field, which cause great perspective 

distortion, so the accuracy rate can be impro-
ved over 20% by the step of PDC. For “sub-
way station” video, the distortion is little and 
the improvement is not much. 

IV. CONCLUSION 

In this study, we have proposed a crowd den-
sity estimation and prediction system for 
wide-area security. AMID based approach is 
applied to detect crowded areas and a geome-
try module is included to correct perspective 
distortion. The number of people in a crowd is 
estimated by the liner fitting method and the 
velocity is also obtained by the optical flow 
method. After crowd density and velocity are 
estimated, the prediction module is used to 
estimate the crowd density at designated po-
ints at a later time. Compared to existing met-
hods, the proposed method is a real time sys-
tem for applications and the crowd density 
analysis algorithm can work properly in both 
low and high crowd density scenes. Experi-
ments and real applications demonstrate the 
effectiveness and robustness of our method in 
real scenes although there are some aspects to 
be improved in the system. In the future, we 
will consider how to choose the parameter 
(duration time) adaptation for different scenes. 
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